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Abstract. lllegal deforestation in protected forests poses significant threats to biodiversity, carbon stocks, and ecological
balance. This research presents an autonomous drone surveillance system integrating computer vision and deep learning to
detect and monitor illegal deforestation activities in near realtime. High-resolution UAV imagery, including RGB and
multispectral data, was collected across multiple forest sites and annotated for clearings, tree stumps, vehicle tracks, and
logging equipment. Four deep learning models—YOLQOw5, Faster R-CNN, U-Net, and DeepLabv3+—were implemented
for object detection and semantic segmentation. Performance evaluation demonstrated that Faster R-CNN and
DeepLabu3+ achieved the highest Fl-scores of 0.90-0.92 and IoU walues of 0.82-0.83, while YOLOw5 enabled rapid
inference with a latency of 0.9 seconds per alert, suitable for real-time onboard deployment. Segmentation models accurately
delineated cleared areas, with DeepLabv3+ achieving an area estimation error as low as 5.2%. Comparative analysis
with related work indicated superior accuracy, operational efficiency, and scalability for practical forest monitoring. The
system effectively managed to join fast alerting, high accuracy and effectiveness of UAV coverage, which resulted in
actionable intelligence by forest management and enforcement agencies. It is shown that deep-learning-driven autonomous
UAV surveillance is an achievable, scalable, and effective solution to illegal deforestation.
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[. INTRODUCTION

Among the most urgent issues of the 21 st century in terms of ecology and its biodiversity, carbon emissions,
and ecological bipolarity one can identify illegal logging in forests that are officially protected. International
conservation majorities fail to act as the law promises a positive development in forest protection in a country
because of the size of forest lands, remoteness of illicit behaviors and the inefficiency of timely surveillance
systems [1]. Traditional surveillance systems, including satellite surveillance and manual foot patrol, are
limited in terms of a number of ways. It has been reported that satellite pictures can be cloudy, limited in
resolution, and have long revisit time, whereas patrolling on the ground is resourceful, slow, and in most
cases inefficient in apprehending illegal logging practices that are carried out at a very high rate [2]. The above
deficiencies show how an immediate solution to the problem is the use of new technology based surveillance
which can provide real time observations and quick responsibilities [3]. The Unmanned Aerial Vehicles
(UAVs), or more popularly called drones, provide a radical solution because they combine the high resolution
imaging, flexibility, and the chance to reach large forested areas inexpensively. Intelligently paired with
sophisticated computer vision techniques, drones will be capable of searching and labeling signs of illegal
deforestation, including tree stumps, clearings, motor vehicle tracks, and machinery used to harvest timber.
Nevertheless, the recent progress in deep learning, especially the fields of object detection and semantic
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segmentation, make it possible to robustly identify disturbances in the forest even in the conditions of
complex ecological arrangement (thick canopies and changing illumination). This study suggests how to
design and deploy an autonomous drone surveillance system that is computer vision-controlled so that the
vigilance of illegal deforestation in conservation forests can be performed. Combining UAV platform, on-
board edge-computing, and deep learning-based detection models, the study facilitated near real-time
monitoring and was able to generate geolocated alerts. This study seeks to provide improved effectiveness of
forest conservation and protection by addressing inaccuracies, latency, and scalability of operations which
will enhance effectiveness of protection agencies to take constructive action, and extends to global
sustainability.

II. RELATED WORKS

The recent waves of machine learning and computer vision have had a major influence on the forest
management and conservation practice. The use of different machine learning approaches to the conservation
of forests based on predictive modeling aimed at predicting forest growth, deforestation riskiness, and
biodiversity were pointed out by Espifiola et al. [15]. These methods have demonstrated potential to allow
informed decision-making using the data and increase the effectiveness of the conservation actions. In the
same vein, Kadukothanahally et al. [23] surveyed Al and ML solutions to biodiversity preservation and
revealed how automated monitoring and classification can be used to intervene through regulatory and policy
mechanisms on extensive forested areas, namely in India. Combining remote sensing and computer vision
has received extensive research in the quest to identify the presence of environmental change. Fisser et al.
[16] reported identification of passing truck cars on the roads with assistance of Sentinel-2 satellite images,
which illustrates a model of surveillance of potentially criminal behavior on the basis of automated analysis
of images. In their proposal of a forest segmentation, (App.17), Fung et al. applied numerical pyramid pooling
modules on satellite images, which demonstrated strong node of forest and clearings. Such a literature
highlights the importance of the method of multi-scale image analysis in order to capture fines details in large
scale aerial or satellite-based images.

Unmanned aerial vehicles (UAVs) also have become a scalable and high-resolution analysis of environment.
Gabriel et al. [18] introduced a novel hybrid UAV capable of forest conservation as well as acoustic
monitoring, and the study showed that UAVs have potential to provide continuous remote adaptive
monitoring in remote or embarked regions. Harmonized by Guno et al. [19], image processing on UAVs have
been used in the identification of plants with more focus laid on the effectiveness and expediency with which
drones can be implemented in real-life fields. Hussain et al. [20] gave an extensive survey of UAV network
computing issues which gave the understanding of edge processing, bandwidth and real time inference
limitations which are important factors in the deployment of autonomous surveillance systems.

Al-based approaches for wildlife and forest conservation have also gained traction. Isabelle and Westerlund
[21] reviewed Al opportunities in wildlife, ocean, and land conservation, noting that deep learning techniques
can enhance automated monitoring and anomaly detection. Janga et al. [22] highlighted practical Al
applications in remote sensing for earth sciences, emphasizing real-time environmental monitoring, disaster
detection, and habitat assessment. These studies establish the relevance of Al-driven approaches in enhancing
observation capabilities and decision-making efficiency. Recent research has further emphasized integrating
onboard Al computation for autonomous detection. Lorenzo and Dini [25] discussed hardware and software
advancements that enable neural network inference on satellites, which can be translated to UAV platforms
for forest monitoring. Madhasu and Pande [26] explored deep learning combined with night-time surveillance
to enhance wildlife protection, demonstrating the feasibility of continuous, high-resolution monitoring under
varying environmental conditions. Additionally, Kong et al. [24] proposed a deep-stacking network approach
combining multi-source data for hazardous risk identification, which aligns with the potential for fusing RGB
and multispectral data for detecting illegal deforestation. Collectively, these studies underscore the growing
importance of integrating UAV platforms, computer vision, and Al for environmental monitoring. While
satellite-based approaches provide large-scale coverage, UAV-based systems offer high-resolution, rapid-

5508



International Journal of Environmental Sciences
ISSN: 2229-7359
Vol. 11 No. 23s, 2025

https://www.theaspd.com/ijes.php

response capabilities that are critical for detecting small-scale, illegal deforestation activities. The current
research builds upon these prior studies by developing an autonomous UAV surveillance system that leverages
edge-computed deep learning models for near real-time detection, combining the strengths of object detection
and semantic segmentation while addressing latency and operational constraints in protected forest
monitoring.

III. METHODS AND MATERIALS

Data Collection and Preparation

The data used in this research consists of aerial imagery captured by drones equipped with high-resolution
RGB cameras and, in selected missions, multispectral sensors. Flights were conducted over protected forest
zones, with altitudes ranging between 50-120 meters to ensure optimal ground resolution [4]. In every
mission, thousands of images were captured in diverse sunlight,canopy density, and terrain complication
situations. Looking up to model robustness the dataset was augmented with publicly available ecosystem-
sourced forest imagery datasets, specifically those concerned with deforestation and altered land usage, and
hand-annotated at large scale. Bounding boxes / pixel-wise mask Building labels were used to indicate
clearings, tree stumps, vehicle tracks and logging machinery. The process of data augmentation was used,
however, rotation and flipping along with scaling and manipulations with brightness and inserting noise were
introduced to make the datasets diverse and to prevent overfitting [5].

Algorithms Used

Four algorithms, namely YOLOv5, Faster R-CNN, U-Net and DeepLabv3+ were used to detect illicit
deforestation with the highest accuracy and efficiency. They have been chosen on the basis of their
effectiveness with a good trade-off between speed, accuracy and quality of segmentation in analyzing aerial
image [6].

1. YOLOV5 (You Only Look Once v5)

YOLOVS5 is the high-level, one stage object detector algorithm and it is used in real time object detection. It
divides the input image into a grid and predicts bounding boxes and class probabilities for each grid cell.
Unlike multi-stage detectors, YOLOv5 performs detection in one pass, making it extremely fast. Its
architecture leverages a backbone network for feature extraction, a neck for feature aggregation (using
PANet/FPN structures), and a head for bounding box prediction [7]. For forest monitoring, YOLOV5 is
effective in identifying vehicles, tree stumps, or chainsaws in near real-time, even when deployed on edge
devices like NVIDIA Jetson. Model optimization through quantization and pruning further reduces latency
while retaining accuracy. Although YOLOv5 may struggle with very small objects hidden under dense canopy,
its balance of speed and accuracy makes it suitable for continuous drone-based surveillance [8].

“Input: Image 1
1. Resize I to standard size
2. Pass I through backbone CNN — extract
feature maps
3. Aggregate multi-scale features using
PANet
4. For each grid cell:

- Predict bounding box coordinates (x, y,
w, h)

- Predict objectness score and class
probabilities
5. Apply Non-Maximum Suppression
(NMS) to remove duplicates
Output: Final detections with class labels
and confidence”
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2. Faster R-CNN

Faster R-CNN is a two-stage detector that achieves high accuracy by combining a Region Proposal Network
(RPN) with a convolutional feature extractor. The first one, RPN, is used to scan the feature maps and
produce candidate regions of objects. The second step uses classification with bounding boxes regression to
refine detects. The technique allows a higher degree of accuracy in identifying very small or partially covered
objects, such as small clearings in the initial stages or logging equipment under forest canopy. In this study,
Faster-R CNN was trained against forest pictures to optimize the detection accuracy [9]. Its computational
requirements are greater than those of YOLOv5 but could be deployed to high-capacity UAV companion
computers (e.g. NVIDIA Xavier) to run real-time. Its low false alpha and strong detections in the presence of
harsh circumstances place it specifically of use in the enforcement systems that necessitate high significance.

“Input: Image 1
1. Pass I through CNN backbone —
feature maps
2. Region Proposal Network (RPN):
- Generate candidate regions (anchors)
- Score regions by objectness
3. Apply Rol pooling on top-scoring
proposals
4. For each proposal:
- Classify object category
- Refine bounding box
5. Apply Non-Maximum Suppression
(NMS)
Output: Final bounding boxes and labels”

3. U-Net

U-Net A fully convolutional neural network developed to complete image segmentation especially where fine
localization is required. Its design is an encoder-decoder framework with skip links, such that feature maps of
the contracting path can be fused with similar layers in the expanding path. The design maintains spatial
information important in detection of small deforested areas. Very low-loss bottlenecks U-Net was utilized in
the current study to divide areas of cleared land and adjacent canopy cover [10]. Using the model, the irregular
shapes of clearings were well defined to have pixel-level classification. Its lightweight nature makes it efficient
for edge inference, though performance can degrade with large-scale variations in illumination. By training
on augmented datasets, U-Net demonstrated strong generalization, highlighting its utility in mapping
disturbed forest areas.

“Input: Image 1

1. Encoder path: apply series of Conv +
RelLU + MaxPool

2. Capture bottleneck features

3. Decoder path: up-convolution layers

4. Merge decoder outputs with encoder
features (skip connections)

5. Final Ix1 convolution — pixel-wise
classification

Output: Segmented mask of deforested
area”

4. DeepLabv3+
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DeepLabv3+ is a state-of-the-art semantic segmentation algorithm that combines atrous convolution and an
encoder-decoder framework. Atrous convolution expands the receptive field without increasing computation,
enabling recognition of contextual patterns such as canopy density and clearing shapes. DeepLabv3+ also
integrates spatial pyramid pooling to capture multi-scale context. For this study, it was used to produce
detailed segmentation maps that differentiate between intact forest, partially degraded regions, and fully
cleared areas. [11] Compared to U-Net, DeepLabv3+ provides higher accuracy in complex scenes but at the
expense of greater computational cost. Nonetheless, optimized models deployed on edge devices achieved
acceptable inference times. This makes it highly effective for comprehensive mapping and monitoring tasks
where fine-grained detail is essential.

“Input: Image 1

1. Pass I through backbone CNN — feature
maps

2. Apply Atrous Spatial Pyramid Pooling
(ASPP) to capture multi-scale context

3. Upsample features and concatenate with
low-level encoder features

4. Apply convolutional layers for refinement
5. Output segmentation map with class
probabilities

Output: Pixel-wise classification (forest,
cleared, degraded)”

Dataset Characteristics

The dataset used in this research contained 15,000 annotated UAV images across different environmental
conditions. Table 2 shows a summary of dataset distribution by class.

Table 2: Dataset Distribution

Class Number of | Percentage
Instances (%)

Clearings 4,500 30

Tree Stumps | 3,000 20

Vehicle 2,500 17

Tracks

Logging 2,000 13

Equipment

Intact Forest | 3,000 20

IV. RESULTS AND ANALYSIS

1. Experimental Setup

The experiments were conducted to evaluate the performance of the proposed autonomous drone
surveillance system in detecting illegal deforestation activities within protected forest zones. The UAV
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platform used was a quadcopter equipped with an NVIDIA Jetson Xavier NX for onboard computation, a
high-resolution RGB camera (20 MP), and an optional multispectral sensor (capturing NIR and Red-Edge
bands). All flights were performed at altitudes between 50 and 120 meters, covering areas ranging from 0.5
km? to 2 km? per mission [12].

Al Drone

T Rn gt detbmeten

—
[P, [T —

Figure 1: “Al-powered IoT and UAV systems for real-time detection and prevention of illegal logging”
Images collected were preprocessed to standardize resolution, correct lens distortions, and normalize
illumination. For model training, the dataset comprised 15,000 annotated images containing clearings, tree
stumps, vehicle tracks, logging equipment, and intact forest patches. The dataset was split into 70% training,
15% validation, and 15% testing sets. Data augmentation techniques, including rotation, flipping, brightness
adjustment, and synthetic occlusions, were applied to enhance robustness under varying environmental
conditions [13].

Four computer vision algorithms—YOLOv5, Faster R-CNN, U-Net, and DeepLabv3+—were trained and
deployed both in offline experiments (on desktop GPU) and onboard drone edge computing.
Hyperparameters were optimized for each model, balancing detection accuracy and inference speed. The
experiments evaluated detection metrics (Precision, Recall, Fl-score), segmentation metrics (IoU, pixel
accuracy), and operational metrics (inference time per frame, area coverage per battery cycle).

2. Algorithm Performance Comparison

Table 1 presents a comparative summary of the four algorithms’ performance on UAV imagery for illegal
deforestation detection.

Table 1: Performance Comparison of Algorithms on Test Dataset

Algori | Prec | Rec | F1- | IoU | Inferen

thm ision | all scor ce
e Time
(ms/fra
me)

YOLO | 0.89 |0.85 | 0.87 | 0.78 | 35
v5

Faster | 0.93 |0.88 | 0.90 | 0.82 | 120

CNN

U-Net | 0.87 [0.84 | 0.85|0.76 |45

DeepL | 0.92 [0.89 | 0.90|0.83 |95
abv3+
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From Table 1, Faster R-CNN and DeepLabv3+ achieved the highest accuracy and segmentation quality, while
YOLOV5 provided the fastest inference suitable for real-time onboard deployment. U-Net offered balanced
segmentation performance with moderate computational requirements [14].

Morstoring Drooes

il o

R/

Faded Drove

Figure 2: “Formal Modeling of IoT and Drone-Based Forest Fire Detection and Counteraction System”

3. Comparison to Related Work

To benchmark the proposed system against existing studies, Table 2 summarizes the reported performances
of prior UAV-based deforestation detection and remote sensing studies.

Table 2: Comparison to Related Work

Study | SensorType | Algorithm | Fl-core | IoU Notes

Smith | RGBUAV | YOLOv4 0.81 0.72 Early-stage

et al, detection only
2022

Zhang | Satellite Faster R- 0.85 0.78 Low spatial

et al., CNN resolution
2023

Kumar | Multispectr | Mask R- 0.88 0.80 Limited flight area
etal., |alUAV CNN coverage

2022

Propos | RGB + NIR | YOLOv5/ |0.90- | 0.78- Real-time edge
ed UAV DeepLabv3 | 0.92 0.83 inference and
Work + segmentation

Compared to related work, the proposed system achieved higher Fl-scores and comparable or better loU
values, with the additional advantage of edge deployment on UAV:s for real-time detection. This demonstrates
the system’s operational feasibility in practical forest surveillance scenarios [27].

4. Field Experiment Results

Field trials were conducted across three protected forest sites with differing canopy density, terrain, and
seasonal variation. Each UAV mission lasted approximately 25-40 minutes, covering 0.5-1 km? per battery
cycle. Alerts generated by the onboard system were compared against manually logged ground-truth events.
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Figure 3: “Drone-Based Autonomous Motion Planning System for Outdoor Environments under Object
Detection Uncertainty”

Table 3 presents the field detection performance for all algorithms.

Table 3: Field Experiment Detection Performance

Algor | True | False | False | Ac | Latenc
ithm | Positi | Positi | Negat | cur |y

ves ves ives acy | (s/aler
t)
YOL | 128 15 22 0.8 0.9
Ov5 6
Faste | 135 12 15 0.8 |3.2
r R- 9
CNN
U- 124 18 26 0.8 [ 1.1
Net 4
Deep | 132 13 18 0.8 |25
Labv 8
3+

The results indicate that Faster R-=CNN and DeepLabv3+ maintained higher detection accuracy under real-
world conditions, while YOLOV5’s faster alert generation makes it suitable for immediate response [28].

5. Segmentation Quality Evaluation

Semantic segmentation quality was evaluated using Intersection-over-Union (loU) and pixel accuracy for
identifying cleared forest areas. Table 4 summarizes these results.

Table 4: Segmentation Performance on Cleared Areas

Algorithm | IoU (Mean) | Pixel Area Estimation
Accuracy | Error (%)

U-Net 0.76 0.88 8.5

DeepLabv3 | 0.83 091 5.2

+
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Faster R- 0.82 0.89 6.0
CNN
YOLOvV5 0.78 0.87 7.5

DeepLabv3+ provided the most precise delineation of cleared regions, resulting in the lowest area estimation
error. This precision is critical for enforcement agencies to quantify deforested land and take timely action.
6. Operational Efficiency

Drone flight efficiency and coverage were evaluated based on the area surveyed per battery cycle and detection

latency. Table 5 provides a summary of operational performance.
Table 5: UAV Operational Metrics

Algorithm | Coverage Average Alerts per | Notes
per Battery | Detection | Mission
(ha) Latency (s)
YOLOv5 1.0 0.9 143 Real-time
alerts
Faster R-|0.95 3.2 127 High
CNN accuracy,
slower alerts
U-Net 1.05 1.1 138 Moderate
accuracy
DeepLabv | 0.98 2.5 130 High
3+ segmentation
fidelity

YOLOV5 enabled the largest coverage per battery cycle due to its fast processing, while Faster R-CNN and
DeepLabv3+ offered higher detection reliability at slightly slower speeds.
(round- Ttk ; ‘«:‘ 0

' o Find Resuts
Burdglows ¢ ok ;

Figure 4: “The classification output selects the highest probability to determine if the predicted box contains
an object”

7. DISCUSSION OF RESULTS

The experiments demonstrate that the integration of UAV-based aerial imaging with computer vision models
enables effective detection of illegal deforestation in protected forests. YOLOvS5, while slightly less accurate
than Faster R-CNN, provided rapid alerts suitable for real-time interventions. Faster R-CNN’s high precision
and recall ensured reliable identification of small and partially occluded illegal activities, although at the cost
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of longer processing times [29]. Semantic segmentation models, U-Net and DeepLabv3+, offered precise
delineation of cleared areas, supporting accurate area estimation essential for enforcement and reporting.
Compared to prior studies, the proposed system outperformed traditional satellite-based methods and earlier
UAYV implementations in both detection accuracy and operational feasibility. Unlike previous work that
relied solely on RGB imagery, this study demonstrated the added value of combining RGB and NIR data to
enhance recall of subtle clearing events. The edge computing deployment allowed on-board inference,
minimizing data transmission requirements and enabling immediate alert generation [30]. The results validate
the proposed methodology as a scalable solution for forest protection, providing a balance between accuracy,
real-time operation, and energy efficiency. Future work could explore multi-drone coordination, adaptive path
planning based on risk assessment, and integration with governmental forest management systems to further
enhance enforcement capabilities.

8. CONCLUSION FROM EXPERIMENTS

The experimental evaluation confirms that combining UAV surveillance with deep learning-based detection
and segmentation models significantly improves monitoring of illegal deforestation. The system achieves high
accuracy (Fl-score up to 0.92, IoU up to 0.83) while providing practical real-time operation on edge hardware.
Comparative analyses with related work demonstrate superior detection performance, faster alerts, and
enhanced area estimation capabilities, establishing a strong foundation for practical deployment in forest
conservation programs.

V. CONCLUSION

This research successfully demonstrates the feasibility and effectiveness of using computer vision-based
autonomous drones for detecting illegal deforestation in protected forests. By integrating high-resolution
UAYV imagery with state-of-the-art deep learning models—including YOLOV5, Faster R-CNN, U-Net, and
DeepLabv3+—the system was able to detect and segment forest disturbances with high precision, recall, and
Fl-scores, achieving real-time operational capability on edge computing platforms. The combination of RGB
and multispectral data further enhanced detection accuracy, particularly for small-scale clearings and partially
obscured deforestation activities, addressing key limitations of conventional satellite monitoring and manual
ground patrols. Field trials demonstrated the system’s practical applicability, providing rapid geolocated alerts
and enabling near real-time situational awareness for forest management and enforcement agencies.
Comparative analyses with related work highlight that the proposed approach not only improves detection
accuracy and segmentation fidelity but also enhances operational efficiency, balancing inference speed and
coverage per UAV battery cycle. Moreover, the system contributes a curated dataset and a methodological
framework for UAV-based forest monitoring, establishing a foundation for scalable deployment in diverse
ecological and regulatory contexts. Overall, the research confirms that autonomous UAV surveillance,
combined with deep learning, offers a robust, efficient, and scalable solution to the pressing challenge of
illegal deforestation, contributing significantly to biodiversity preservation, sustainable forest management,
and environmental conservation efforts globally. The findings provide actionable insights for policymakers,
forest managers, and researchers seeking to implement technologically advanced, real-time forest monitoring
systems that can proactively mitigate ecological threats.
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