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Abstract— In human-computer interactions, hand gesture recognition is crucial. As we can see, many new 
technological developments are taking place. One of these is biometric authentication, which we frequently see in 
smartphones. In a similar vein, hand gesture recognition is a contemporary method of human- computer interaction. 
Using this method, we can control our system by waving our hands in front of a webcam. Hand gesture recognition 
can be helpful for a variety of people. Utilizing machine learning is how the system's algorithm works. Without the use 
of a real mouse, the computer can be operated digitally and can execute left-click, right-click, scrolling, and computer 
cursor tasks based on hand gestures. Deep learning is the basis for the algorithm. 
KeyWords—Computer Vision, Open CV, Deep Learning, Image Processing. 
 
I. INTRODUCTION 
A computer mouse is an input tool that facilitates pointing and interaction with the object being pointed 
at [1]. Several other mice styles are currently popular, including the mechanical mouse, which is made of 
a single rubber ball that can rotate in any direction and controls the pointer's movement. Later, the optical 
mouse is introduced to replace the mechanical mouse[2]. A led sensor is used in optical mice to track the 
movement of the pointer. Years later, the laser mouse was developed to enhance precision and eliminate 
the shortcomings of the optical mouse. Later, when technology advanced significantly, wireless mice were 
developed to enable hassle-free movement of the mouse and to improve accuracy. 
No matter how much the mouse's accuracy improves, there will always be limitations because the mouse 
is a hardware input device [3] and there can be some problems like a mouse click not working properly 
ad, etc. because the mouse a hardware device like any other physical object, the mouse will have a 
durability time within which it is functional and after its durability time we must change the mouse [4], 
[5]. 
Everything becomes virtualized as technology advances, including voice recognition [6][7]. The spoken 
language is recognized and translated into text using speech recognition technology. Thus, speech 
recognition and eye tracking, which utilize our eyes to operate the mouse pointer, could eventually replace 
keyboards[8],[9],[10]. The mouse may one day be replaced with eye tracking [11],[12],[13]. 
Gestures can take on any shape, such as a hand picture, pixel image, or any position that a human gives, 
as long as it doesn't demand a lot of computational resources or complexity to make the devices needed 
for recognition function [14]. Companies are putting forth various methods for gathering the data and 
information required to build models for handwritten gesture recognition[15]. Certain models 
collaborate with specialized tools like data glove devices and color caps to establish a complex 
understanding of the gesture information provided by the user or human [16]. In a similar vein, OpenCV 
and PyAutogui make up the virtual mouse that we shall cover in this paper[17],. Webcam images are 
captured using the computer vision Python module known as OpenCV[24]. A Python package called 
Pyautogui is used to define keyboard and mouse operations. It used to be very different from how we operate 
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and interact with systems . As a result, after the technology is produced, tools like standalone programmers 
and software are made and built for system ease of use. Artificial intelligence (AI) and machine learning 
(ML) are two blooming technologies that have been brought by technology and have let us effortlessly 
control and send commands to computers without any human involvement[18].  
 
The strategies were created in a way that even machines and systems have the intelligence to recognize and 
distinguish between many things that are simple for humans but are now made simple for systems to 
comprehend using a new method of learning [19].With the use of hand gestures, users can manipulate a 
virtual mouse utilizing hand gesture recognition, and the system's webcam is used to track hand motions. 
Gesture recognition is accomplished using computer vision techniques. To collect data from a live video, 
OpenCV has a package called video capture. 
 
II. METHOD 
A. Open CV 
Real-time computer vision is the primary focus of the open Python library known as Open CV (Open Source 
Computer Vision Library). It is also offered in Java and C++. It is a collection of free machine-learning 
software[20]. It utilizes Numpy, a Python module for creating multi-dimensional arrays and matrices as well 
as performing complex mathematical operations on these arrays. OpenCV primarily focuses on image 
processing and video capture because it is used to collect data from live video. OpenCV is mostly utilized 
for video capture in this study. Applications like face identification, optical character recognition (OCR), 
vision-guided robotic surgery, 3D human organ reconstruction, QR code scanner, etc. also use OpenCV. 
When analyzing films, we may estimate the motion in the video, remove the background, and track objects 
in it using OpenCV. We can also do specialized object detection, such as the detection of eyes, faces, and 
other specific items. The fundamental data structures used to create OpenCV applications, such as scalars, 
points, and others, are covered by OpenCV. 'import cv2' in Python is used to import the OpenCV library. 
B. Anaconda 
Data science, machine learning, data processing, predictive analysis, etc. are all specially done using the 
open source platform known as Anaconda for the computer languages of Python and R. Conda prompt, 
an Anaconda command prompt, and Anaconda Navigator, a desktop GUI application, make up 
Anaconda. Without utilizing command-line tools, Anaconda Navigator is used to run programs and 
manage conda packages[20] Using command-line commands, the Anaconda Prompt is used to run 
applications and manage conda packages. Jupyter Lab, Jupyter Notebook, QtConsole, Spyder, Glueviz, 
Orange, Rstudio, and Visual Studio are the pre-installed programs in Anaconda by default. 
Anaconda Cloud is a cloud that belongs to Anaconda. We may access, save, and share both public and 
private notebooks, environments, and different conda and PyPI packages using this package management 
feature offered by Anaconda. Numerous Python packages, environments, and notebooks are hosted via 
Anaconda Cloud for a range of applications. We can use pip or conda to install Python packages with 
the aid of this cloud[13]. Since the data that the models are working with demands significant processing 
power, we are employing a system that is compatible with GPUs and powerful systems to run the models. 
This enables quick and simple user interaction with the models[21]. 
 
C. Mediapipe 
The Google-developed open-source MediaPipe framework offers a cross-platform method for creating real-
time multimedia processing pipelines[13]. Developers may build a variety of applications involving 
computer vision, machine learning, and audio processing because of the large selection of pre-built 
components and algorithms it provides. Landmark identification is one of the primary features offered by 
MediaPipe[22]. Landmarks are identifiable and trackable precise spots or significant characteristics on 
things or human bodies. Applications such as augmented reality, virtual reality, facial recognition, gesture 
identification, and body tracking all benefit greatly from MediaPipe's landmark detection capabilities[23]. 
 
The landmark identification feature on MediaPipe makes use of deep learning models to recognize and 
pinpoint important points or landmarks on objects or human bodies within still or moving picture frames. 
These landmarks can stand in for body components like hands, joints, or skeletal structures or facial 
characteristics like the eyes, nose, and mouth. For landmark detection, the framework offers pre-trained 
models, but it also gives developers the option to train their models using unique datasets[24]. 
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MediaPipe uses machine learning methods like convolutional neural networks (CNNs) and regression 
models to recognize landmarks[7]. To precisely identify and localize the desired landmarks, the models 
are trained using sizable annotated datasets[25]. Developers can track movement, estimate postures, 
measure distances, or add virtual upgrades to the detected items or human bodies after the landmarks 
have been identified. 
 
The landmark identification module from MediaPipe is made with efficiency and real-time performance 
in mind[26]. It is suitable for applications that require real-time processing and responsiveness since it has 
a low latency for processing video streams or image sequences.  Overall, MediaPipe's landmark detection 
capabilities provide developers with a powerful tool for incorporating real-time object and body tracking 
into their applications, enabling a wide range of interactive and immersive experiences[6][27]. 
 
III.  SYSTEM IMPLEMENTATION 
To ensure correct functionality, the code implementation has several system prerequisites. It needs a 
Python environment with the following packages and their specific versions: screen-brightness-
control==0.9.0,pyautogui==0.9.53, opencv-python==4.5.3.56,mediapipe==0.8.6.2, comtypes==1.1.10, and 
pycaw==20181226. These containers may use pip, the Python package manager, to install. 
 
1. 'pyautogui==0.9.53': This library offers cross-platform mouse and keyboard control. It enables the 
code to mimic keyboard input, mouse motions, and clicks. Make sure you have 'pyautogui' installed with 
version 0.9.53 or a similar version. 
2. 'opencv-python==4.5.3.56': OpenCV is an effective computer vision library that enables image and 
video processing. The code uses OpenCV to recognize hands and capture video frames from the built-in 
camera. Ensure that you have 'opencv- python' 4.5.3.56 installed, or a similar version. 
3. 'mediapipe==0.8.6.2': Mediapipe is a framework that offers ready-to-use, adaptable solutions for a 
range of perceptual problems, including hand tracking. The code makes use of Mediapipe to find and 
follow hand landmarks in video frames. Make sure you have 'mediapipe' installed with version 0.8.6.2 or 
a comparable version. 
4. 'comtypes==1.1.10': Comtypes is a Python[28][29] module that enables interaction between the code 
and the Windows Component Object Model (COM) interfaces. The 'pycaw' library is used to regulate 
the system volume. Ensure that 'comtypes' is installed with version 1.1.10 or a similar version. 
5. 'screen-brightness-control==0.9.0': This library enables system-wide control of the screen brightness. 
The system brightness is changed by the code using'screen- brightness-control' in response to hand 
movements Make sure'screen-brightness-control' is installed with version 0.9.0. 
 
A. Model Understanding 
1. 'get_hand_landmarks(image, results)': This function accepts as inputs an image and the hand detection 
results. It takes the hand landmarks' coordinates out of the results and returns a list of them. The 
landmarks stand in for particular parts of the hand, like the joints and fingertips. 
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Fig 1. This part of the code is to get the landmarks on the hand. 
2. 'pinch_control_init(hand_result)': This function is used to set up the pinch control functionality. 
The starting location and depth of the hand pinch motion are defined using the hand landmarks as 
input. To calculate the successive changes in depth during the pinch gesture, this initialization is 
required. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig 2 This part of the code is used for gesture control. 
3. 'pinch_control(hand_result, scrollHorizontal, scrollVertical)': Based on the hand landmarks and scroll 
direction, this function manages the pinch control. It computes the depth difference between the pinch 
gesture's original depth and the hand's current depth. Using the 'pyautogui' 
and'screen_brightness_control' libraries, it executes actions like horizontal scrolling, vertical scrolling, 
altering system brightness, or changing system volume, depending on the scroll direction[30] (horizontal 
or vertical). 
 
4. 'handle_controls(gesture, hand_result)': Based on the recognized gesture[30], this function takes the 
appropriate action. It executes the appropriate action after receiving information from the gesture and 
hand landmarks. For instance, based on the recognized movements, it moves the mouse pointer, makes 
left- or right-clicks, double- clicks, or engages pinch control. 

 
Fig 3. This part of the code takes appropriate actions based on the recognized gesture. 
 
5. The main function, "main(),"[31] carries out the logic for recognizing and controlling hand 
gestures.It launches a video capture from the built-in camera and starts the'mp_hands' module for hand 
detection.The hand detection module continuously reads frames from the camera, analyses them, and 
extracts the hand landmarks. The 'handle_controls' function is then used to carry out operations 
based on the gestures that were discovered. The'mp_drawing' module is used to display the processed 
frames with marked landmarks. 
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IV. RESULTS 
1. Cursor Stop 
Let H be the hand gesture state described by the hand landmarks and finger states. The hand gesture state 
H satisfies the "Cursor Stop" condition if and only if H matches the hand form depicted in Fig 4, and 
regardless of subsequent hand movements, the cursor remains stationary 
 
   
 
 
 
 
 
 
 
 
 
 
Fig 4. Hand indication for stopping the movement of the cursor. 
1. Cursor Move 
Let H be the hand gesture state described by the hand landmarks and finger states. The hand gesture state 
H satisfies the "Cursor Move" condition if and only if H matches the hand form depicted in Fig 5, and the 
cursor moves in the direction of the hand movement. 

 
Fig 5. Hand indication to move the cursor around. 
2. Left Click 
Let H be the hand gesture state described by the hand landmarks and finger states. The hand gesture state 
H satisfies the "Left Click" action if and only if H matches the hand form depicted in Fig 6, and the left 
click action is performed on the computer 

 
Fig 6. Hand indication for left click. 
3. Right Click 
Let H be the hand gesture state described by the hand landmarks and finger states. The hand gesture state 
H satisfies the "Right Click" action if and only if H matches the hand form depicted in Fig 7, and the 
Right-click action is performed on the computer. 
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Fig 7. Hand Indication for right click. 
4. Multiple Options Select 
Let H be the hand gesture state described by the hand landmarks and finger states. The hand gesture state 
H satisfies the "Multiple Options Selection" action if and only if H matches the hand form depicted in Fig 
8, and the action of clicking on a mouse and dragging is performed. 

 
.Fig 8. Hand Indication for Multiple Options Select. 
 
V. FURTHER DEVELOPMENT 
There are numerous prospects for advancement in the realm of color detection models. We can 
distinguish particular colors in colored photos thanks to these models. Furthermore, improvements in 
mouse movement technology enable the development of virtual mice with functionality that is identical 
to that of a real mouse. These developments make it possible to utilize the keyboard and mouse virtually, 
rather than physically, to traverse computer systems. Convolutional neural networks (CNNs)[32] are used 
to increase the performance of these models during training, leading to better results. These models can 
be developed using a variety of methods, including the use of innovative software packages like "pyauto 
GUI." Using this technology, commands can be sent to recognize particular inputs and run associated 
system operations. For example, if a specific color is found, the model 
VI. CONCLUSION 
This model can be brought to a conclusion by utilizing computer vision concepts like open CV, color 
variation techniques, and the development of mouse movement through the use of specific packages like 
"mouse," which will be used to move the mouse using coordinates related to the detected color. This can 
make systems and numerous other applications easier to use. As a result, the open CV offers its customers 
a variety of models that are easily accessible and will simplify their lives. 
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