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Abstract – In the era of education 4.0, the teaching and learning methods are inclining more towards multiple choice 
questions (MCQs). This leads to increasing needs of a system that could automate the process of MCQ generation while 
aligning them to the learner’s needs. To address these needs, we propose a system that combines question classification with 
question generation and report generation. The system classifies the questions based on Bloom’s Taxonomy (BT) levels and 
hence the user performance in the tests reflects their cognitive strengths and weaknesses. Using the insights from user’s test 
attempt, the system generates questions using RAG framework in which, it uses Gemini, a Large Language Model (LLM) for 
generation and Chroma DB, a vector database to ensure the question pattern is followed. The feature of report generation 
then helps the user to reflect on their test attempts and their overall abilities to better plan their approach.  This paper 
proposes a system that will help learner to understand the different levels of questions as per the bloom’s taxonomy.  
Index Terms – Large language models, retrieval-augmented generation, multiple choice questions, bloom’s taxonomy, 
personalized learning. 
 
1. INTRODUCTION 
Modern education system is inspired by tech-driven classroom, personalized and digital learning platforms that 
provides data-driven insights. Hence, MCQs serve as an adaptable and reliable tool that supports speed, 
consistency, and analytical assessment tool for learners. The fact that creation of MCQs that address a range of 
subjects and individual learning styles is complicate, resource-intensive, time-consuming task and heavily reliant 
on subject-matter expertise. Such challenges highlight the need for smart and efficient system that make MCQ 
development easy and also captures the interactive, learner-driven spirit of today’s hybrid and personalized 
instructional models. Therefore, automated MCQs generation marks an important landmark in the evolution of 
modern teaching. As artificial intelligence (AI) is explored, its potential applications in transforming educational 
sector is becoming clearer. Generative AI serve as a powerful means for MCQ creation. Use of Large language 
models (LLMs) in NLP and data analytics, and in automating the creation of pedagogically sound assessments is 
under study.  
However, existing systems often struggle to effectively adjust the difficulty level of questions. 
This calls for a refined LLM-powered MCQ generator so it better align with pedagogical goals and diverse student 
needs.  
We present an AI-powered framework designed to automatically generate multiple-choice questions (MCQs) 
using the Gemini large language model (LLM) and Retrieval-Augmented Generation (RAG). By using a vector 
database, the system ensures that the questions it creates are both relevant and tailored to individual learners. To 
make the questions more meaningful, each one is categorized according to Bloom’s Taxonomy, allowing the 
system to understand and reflect different levels of cognitive difficulty. The insights from user-interactions are 
then used to generate a personalized performance report for each user, highlighting areas of strength and 
suggesting where they can improve. The goal is to create an engaging, adaptive learning experience that not only 
tests knowledge but also supports deeper understanding.  
Overall, the key contributions of this paper are as follows: 
• A generative AI pipeline for MCQ creation that introduces an end-to-end framework that seamlessly integrates 
the Gemini LLM with retrieval-augmented generation (RAG) to automate question creation. 
• Question generation that aligns with users’ cognitive understanding by leveraging a vector database through 
RAG. 
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• Cognitive-level labelling via Bloom’s taxonomy enabling targeted assessment of different thinking skills. 
• Automated student feedback reports that highlight each learner’s strengths and weaknesses. 
• Enhanced personalized learning is provided through the combined use of RAG, LLM generation, and 
cognitive classification, thus our framework delivers MCQ sets that supports deeper understanding, and advance 
adaptive education. 
This paper is divided into sections which determines its structure as follows. Section 2 reviews the background 
and related studies on automated MCQ generation. In Section 3, we represent our framework combining an 
LLM with RAG to automate MCQ creation and classification based on Bloom’s Taxonomy and performance 
report creation. Section 4 evaluates the proposed framework and discusses the results. Section 5 highlights the 
potential limitations and possible improvements in future work. We conclude the paper in the Section 6. 
 
2. RELATED WORK 
As a popular and efficient assessment format, MCQs ask learners to choose the most appropriate answer among 
several given options. Their strength lies in their adaptability for testing various cognitive skills, from 
remembering to analytical thinking. MCQs simplify the grading process and generate clear, quantifiable 
performance data, making them ideal for use in large educational environments where fairness and consistency 
are crucial. They also play a key role in supporting personalized learning by allowing educators to pinpoint specific 
strengths and weaknesses, providing opportunities for customized feedback. The structured nature of MCQs 
minimizes ambiguity, leading to more precise evaluations of student understanding.  
An MCQ is typically composed of three essential parts: (1) the stem, (2) the key, and (3) the distractors. The 
option that is correct answer is called key and other options are called distractors. The part of the question, other 
than options is called and is the core of the question.  
Consider the following MCQ as an example: 
What is the capital of Maharashtra? - Stem 
A. Mumbai - Key 
B. Pune – Distractor 1 
C. Kolhapur – Distractor 2 
D. Satara – Distractor 3 
Over years, there has been significant amount of research in the field of automatic MCQ generation leading to 
its growth over time. The field has evolved from traditional techniques to advanced methods that use deep 
learning and is still under exploration. The work in [10] uses an automated BERT that does the text 
summarization and alignment and performs distractor generation using WordNet. In [9], a dependency-based 
method to learn semantic relationships for automated MCQ generation is presented. Their method achieved 
high accuracy and was appreciated by users for its clarity, relevance, and effectiveness in e-learning settings. [2] 
moves further ahead from investigating the progress in personalized education through the automatic MCQ. 
MCQ Gen is a large language model (LLM) which is integrated with retrieval-augmented generation and refined 
prompt engineering to create contextually appropriate questions. [7] also automated the process of generating 
context-aware questions using RAG. [3] randomly selected 2900 sentences from the book named “Operating 
System Principles” for analysis. The paper went with an approach that was combination of ontology and Machine 
Learning. Ontology was used for generating WH type questions and SVM was used in ML for Cloze questions. 
In [5], the authors a system, driven by NLP for automatically generating MCQs for Computer-Based Testing, 
where keywords are extracted from instructional content to ensure the relevance and effectiveness of generated 
questions for examination purposes. [8] designed a model to generate educational questions that align with 
Bloom’s taxonomy by extracting key phrases and applying context-free grammar rules. Tested on software 
engineering course content, the approach demonstrated a systematic and efficient method for automated 
question creation. 
In case of classifying question based on Bloom’s Taxonomy, [6] used web scraped software engineering questions 
and classifying them using SVM classifier, the model achieved accuracy of 98% and 96%-99% precision scores 
for all classes. The author further created 6 different agents for each level in BT to handle them independently. 
[4] experimented with LSTM and CNN models for classification. They concluded that CNN had better 
performance among those with 80% accuracy and 66.67% testing accuracy where LSTM had 44% testing 
accuracy. The models were compared based on their results on the dataset that consisted of 844 Software 
engineering questions from different institutions. [1] used 2 datasets that were a combination of 5 datasets. The 
study was done in 2 phases. The first phase was dedicated to finding the optimal word embedding technique 
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which concluded that RoBERTa was the best technique. The 2nd phase was about hyperparameter tuning and 
achieved recall, precision, F1 score of 0.72, 0.85 and 0.78 respectively.  
To the best of our knowledge, most of the studies were carried independently for either Automated MCQ 
generation or for classifying the questions based on Bloom’s Taxonomy. This paper is among the fewest studies 
who implement LLM with RAG for automated generation and at the same time involves a classifier that classifies 
questions on basis of Bloom’s Taxonomy cognitive level. It also involves a report generation module that 
summarizes the performance of the end-user for their reference. This integrated system leverages the strengths of 
each component to help students in exam preparation, ideally suited for modern learning styles and educational 
dynamics. 
 
3. METHODOLOGY  
The proposed system is designed to generate multiple-choice questions (MCQs) tailored to the learner’s cognitive 
proficiency based on Bloom's Taxonomy (BT). The workflow describes below as shown in figure 1: 

 
Figure 1 System Architecture 

 
3.0. Research Approach 
Our research is structured into three main phases to ensure clarity, repeatability, and academic rigor. First, we 
prepared and annotated a custom dataset using previous year GATE questions, focusing on SQL and Operating 
Systems. Second, we developed an end-to-end framework that integrates Retrieval-Augmented Generation (RAG) 
with Bloom’s Taxonomy-based classification using Specter embeddings and 1D CNN. Finally, we evaluated the 
framework through performance metrics and visual feedback profiling. This phased approach allows us to 
systematically address the challenges of automated question generation, question classification, and personalized 
assessment. 
 
3.1. Dataset Description 
We created a custom dataset by collecting previous year questions (PYQs) from the GATE examination focused 
on SQL and Operating Systems (OS) topics. These questions were sourced from publicly available online 
educational platforms and repositories. The dataset comprises a total of 299 records, each representing a multiple-
choice question (MCQ). Each row in the dataset contains the following attributes (Table 1): 
 

Attributes Description 
Question The text of the question 
Option1 to Option4 The four available answer choices 
Correct Option The index of the correct answer 
BT The Bloom’s Taxonomy level assigned to the question 
Subject The subject domain of the question (SQL or OS) 
Topic The specific topic within the subject (e.g., Transactions, Paging, etc.) 

Table 1 Attribute of dataset and its description 
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The questions were manually labelled with appropriate Bloom’s Taxonomy (BT) levels based on cognitive 
complexity, following the Revised Bloom’s Taxonomy (RBT) framework. This dataset was used both for training 
and evaluating the classifier model and as input for the question generation pipeline. 
3.2. User Interaction and Feedback Capture 
The process begins when a user attempts a quiz based on default questions (Step 1). The user's responses are 
collected and analysed to determine incorrectly answered questions and performance across BT levels (Step 2.1). 
This analysis forms the basis for personalized content generation. 
3.3. Criteria for Question Selection 
Based on user’s test attempt, one of the following three scenarios is triggered to determine which questions are 
suitable for further generation (Step 2.2): 
• Scenario 1: (Some answers are wrong) If some questions are answered incorrectly, use only those questions 
for similar question generation. 
• Scenario 2: (All answers are wrong) If the user answers all questions incorrectly, the system chooses questions 
from most incorrectly answered BT levels for generation. 
• Scenario 3: (No answers are wrong) If all of the questions are answered correctly the system identifies BT 
levels that were underrepresented in the test and selects questions from those levels for expansion. 
3.4. Question Generation via RAG Framework 
To generate contextually similar questions, a retrieval-augmented generation (RAG) pipeline is employed. This 
process occurs in two stages: 
Retrieval Phase: The selected questions are first encoded and used to query a vector database — in this case, 
ChromaDB. This retrieves semantically similar questions from an existing knowledge base (Step 3). 
Generation Phase: The retrieved questions serve as contextual input in a prompt to Gemini, a Large Language 
Model. Gemini then produces new, analogous questions aligned with the user's understanding (Step 4). 
3.5. BT Level Classification 
The newly generated questions are classified according to their corresponding BT levels. This classification 
employs a supervised machine learning model trained on labelled textual data. Given the mathematical nature 
of the question content, SPECTER is used for vectorization to improve semantic accuracy over standard BERT 
embeddings. 1D Convolutional Neural Network (1D CNN) that predicts the BT level for each MCQ, enabling 
further personalization and curriculum alignment. 
3.6. Knowledge Base Expansion 
Generated MCQs along with their predicted BT levels are added to an expanding knowledge base for future use 
and training enhancement (Step 6). 
3.7. Use Generated MCQs for assessment 
The newly generated MCQ which are classified under specific cognitive levels, are sent to the user for further 
assessment (Step 7.1) 
3.8. Report generation 
Learner interactions across multiple assessments are continuously monitored to construct a cognitive 
performance profile (Step 2.1). This profile visualizes the learner’s strengths and weaknesses across BT levels and 
is updated in real time as new questions are answered. The goal is to provide interpretable feedback that reflects 
not only right or wrong answers but also the underlying cognitive dimensions being developed. 
 
4. RESULTS 
In this section we present the outcomes of the question generation and classification components of the proposed 
system, followed by a summary of the personalized learning visualizations derived from student interaction data.  
4.1. Question Classification 
To classify questions based on Bloom's Taxonomy, we built the neural network using 1D CNN and comparing 
MathBERT with Specter for text embedding. The neural network was evaluated using accuracy, recall, precision, 
and F1-score. Upon comparison, using Specter for text embedding consistently outperformed MathBERT across 
all metrics. The improved accuracy and balanced classification performance of Specter led us to select it for our 
final implementation. Below is a summary of the classification results (Table 2, 3 & 4): 
 

Model Training F1 Score Testing F1 Score 

MathBERT 0.98 0.37 
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SPECTER 0.85 0.52 

Table 2 F1-score comparison 
 

 Precision Recall F1-Score Support 
0 0.67 0.15 0.25 13 
1 0.17 0.08 0.11 12 
2 0.82 0.75 0.78 12 
3 0.35 0.69 0.46 13 
4 0.38 0.77 0.51 13 
5 0.33 0.08 0.13 12 
Accuracy 0.43 75 
Macro avg 0.45 0.42 0.38 75 
Weighted avg 0.45 0.43 0.38 75 

Table 3 Evaluation metrics for MathBERT 
 

 Precision Recall F1-Score Support 
0 0.53 0.69 0.60 13 
1 0.50 0.08 0.14 12 
2 0.90 0.75 0.82 12 
3 0.31 0.38 0.34 13 
4 0.75 0.69 0.72 13 
5 0.44 0.67 0.53 12 
Accuracy 0.55 75 
Macro avg 0.57 0.54 0.53 75 
Weighted avg 0.57 0.55 0.53 75 

Table 4 Evaluation metrics for SPECTER 
 
The confusion matrices for both models indicate that Specter was better at distinguishing between higher-order 
Bloom levels such as Analyse and Evaluate, which often exhibit semantic overlap (as shown in figure 2 & 3).The 
model's stronger performance using Specter (F1 = 0.53) compared to MathBERT (F1 = 0.38) highlights the 
advantage of using domain-tuned semantic embeddings. Notably, Specter handled higher-order BT levels like 
'Analyze' and 'Evaluate' better, likely due to its training on academic corpora. However, confusion between 
adjacent cognitive levels (e.g., Apply vs Analyze) aligns with the challenges noted in [6] and [8], suggesting a 
semantic overlap that's hard to disambiguate even with advanced embeddings. 
4.2. Question Generation using RAG 
For automatic question generation, we implemented a Retrieval-Augmented Generation (RAG) approach. Two 
state-of-the-art generative models were compared: 
• OpenAI GPT-4o-mini 
• Google Gemini 1.5 flash 
The similarity between generated questions and reference questions was measured using Cosine Similarity. This 
helped evaluate how semantically aligned the generated content was with expected Bloom-level standards. 
Preliminary results show that Gemini achieves a higher average cosine similarity score compared to GPT-4o-mini, 
indicating greater alignment and contextual relevance in the generated questions (Table 5). Gemini showed a 
higher cosine similarity score (0.82) compared to GPT-4o-mini (0.78), which means the questions it generated 
were more closely aligned with the original content and learning goals. 

 
Figure 2 Confusion matrix for MathBERT 
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Figure 3 Confusion Matrix for SPECTER 

 
This matches what some earlier studies ([4], [7]) also found that Gemini is better at generating high-quality 
educational content. However, just relying on similarity scores isn't enough. To truly understand how useful the 
questions are for learning, we still need feedback from real users like teachers or students, as pointed out in [10]. 
 

 Cosine Similarity 
gemini-1.5-flash 0.82 
gpt-4o-mini 0.78 
Table 5 Cosine Similarity comparison 

 
4.3. Visualization and Cognitive Profiling 
As part of performance analysis and user insight, we implemented: 
• BT-level-wise Performance Distribution: The accuracy of classification per Bloom level was visualized using 
bar charts to assess the strengths and weaknesses of the model across cognitive categories. 
These visual summaries proved valuable for supporting reflective learning and data-driven academic 
interventions. 
Other profiling elements such as time-based performance tracking and improvement suggestions are planned for 
future iterations but have not yet been implemented. 
4.4. Comparison with Existing Works 
Unlike prior studies that focus solely on MCQ generation [4] or question classification based on Bloom’s 
Taxonomy [6], our system integrates both components along with a performance feedback module. For instance, 
[3] used RoBERTa for Bloom-level classification and achieved an F1 score of 0.78 using a combined dataset. In 
comparison, our system, although trained on a smaller dataset, achieved a competitive F1 score of 0.53 using 
Specter embeddings and performed notably well on higher-order cognitive levels. Additionally, studies like [7] 
and [9] implemented RAG for question generation, but they did not link the generation to student performance 
or cognitive profiling. Our work bridges this gap by creating a personalized feedback loop between the learner’s 
performance, the question difficulty, and the generation mechanism. This comprehensive integration offers a 
more adaptive and learner-centric assessment solution. 
 
5. LIMITATION & FUTURE WORK 
5.1. Limitations 
Despite the promising outcomes, the current implementation presents the following limitations: 
• Limited Dataset Size and Diversity: The training and testing datasets used for classification were relatively 
small and domain-specific. This may have limited the generalizability of the model across different subjects or 
question types. 
• No Human-in-the-Loop Evaluation: The effectiveness of the generated questions was evaluated only via cosine 
similarity scores. The absence of human evaluation (e.g., by teachers or subject experts) limits our understanding 
of their true educational value and Bloom-level alignment. 
• Partial Implementation of Cognitive Profiling: Although BT-level performance visualization was 
implemented, other components like tracking question-solving time and generating personalized improvement 
suggestions were not fully realized. 
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5.2. Future Work 
To build on the current system and address its limitations, the following directions are proposed: 
• Expand and Annotate Dataset: Curate a larger and more diverse dataset of questions across various domains, 
manually annotated with Bloom's levels, to improve training effectiveness and model robustness. 
• Model Fine-Tuning: Fine-tune transformer models like Specter or Sentence-BERT on BT-specific question 
datasets to enhance semantic sensitivity and classification accuracy. 
• Hybrid Classification Approach: Explore hybrid methods that combine semantic embeddings with rule-based 
or syntactic features (e.g., question verbs, structure) to reduce misclassification between closely related Bloom 
levels. 
• Human Evaluation of Generated Questions: Incorporate expert reviews and rubric-based assessments of 
generated questions to validate their cognitive level, clarity, and educational value. 
• Full Cognitive Profiling Integration: Implement the remaining components of the cognitive profiling module, 
including: 
o Tracking student response times 
o Suggesting targeted improvements 
o Analysing learning progress over time 
• Custom RAG Tuning: Fine-tune the retrieval and generation stages of the RAG pipeline using Bloom-level 
aligned corpora to enhance the contextual relevance of generated questions. 
 
6. CONCLUSION 
In this research, we presented an intelligent system designed to classify and generate questions based on Bloom’s 
Taxonomy, addressing the growing need for automated cognitive-level tagging and question formation in 
educational contexts. By employing semantic embeddings through transformer-based models such as Specter and 
MathBERT, we demonstrated that Specter outperformed MathBERT in accurately classifying questions across 
the six cognitive levels, achieving improved precision, recall, and F1-scores. The confusion matrix analysis, 
however, revealed consistent challenges in distinguishing between higher-order thinking categories such as 
Analyse, Evaluate, and Apply, indicating the semantic overlap inherent in educational texts. 
For question generation, the use of Retrieval-Augmented Generation (RAG) models, specifically GPT-4o-mini 
and Gemini, facilitated the creation of diverse and contextually relevant MCQs aligned with Bloom’s cognitive 
levels. Cosine similarity was used as a metric to evaluate the semantic closeness of the generated questions to the 
reference questions, demonstrating the effectiveness of the approach. 
Furthermore, the system incorporated visualization tools to track question distribution and student performance, 
laying the groundwork for future cognitive profiling. While promising, this work acknowledges limitations in 
data scale, model interpretability, and human-in-the-loop evaluation, which open avenues for future 
enhancements. 
In summary, this study contributes a meaningful step toward intelligent educational tools that not only assist 
educators in creating assessments but also support learners by aligning content with cognitive objectives. With 
further refinement and integration of explainability and personalization, such systems have the potential to 
revolutionize digital learning environments.  
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