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Abstract -Loan approval prediction is an important application in the banking and finance industry to automate 
and make easy the loan application decision process. In this work, we introduce the use of machine learning algorithms, 
namely Random Forest and 
Decision Tree classifiers, to predict if a loan application should be approved or not based on applicant information. 
Features used in the dataset are income, education, employment, CIBIL score, loan amount, and dependents. 
Preprocessing methods like data cleaning, feature selection, and label encoding for categorical variables were used. 
Train-test split method with stratification was used for training and testing the models in order to keep the classes 
balanced. Model performances were checked based on accuracy, classification report, and confusion matrix. Our 
findings indicate that Random Forest classifier has a better performance than the Decision Tree model as far as 
accuracy and generalizability are concerned. The Random Forest model was trained on processed features and pickled 
using the pickle library to deploy in a real-world system for loan approvals. These results prove that techniques such as 
Random Forest can efficiently improve the precision and speed of loan approval mechanisms while reducing the level 
of human bias. 
Keywords– Loan, Prediction, Random Forest, Decision Tree, Preprocessing, Classification, Accuracy, Deployment. 
 
1. INTRODUCTION 
Loan approval prediction is a crucial but challenging financial analytics issue, spurred by the necessity 
of precise, fact-based loan decisions in high-risk lending environments. The conventional method of 
loan eligibility determination is often laborious scrutiny of loan applicants' financial information, 
which may be time- consuming, non-reproducible, and susceptible to mistakes. 
Additionally, the non-linear, multidimensional nature of financial applicant data poses it as a problem for 
traditional rule-based systems or simple statistical models to obtain complex relationships between 
variables like income, credit history, employment status, and loan amount [1] 
 
In order to overcome such limitations, machine learning (ML) algorithms have gained popularity over the 
last few years due to their ability to learn from historical data and make generalizations to new patterns. 
Using these models enables financial institutions to reduce the incidence of human error, expedite 
decision-making procedures, and increase overall efficiency of approvals [2]. From ML methods, 
classification algorithms such as Logistic Regression, Random Forest, Decision Trees, Support Vector 
Machines (SVM), and Naïve Bayes are generally used to forecast binary decision outcomes such as 
approval status on loans [3]. 
 
Following is a description of the instruction: This paper presents two comparative methods for designing 
a loan approval prediction system. The first approach emphasizes thorough data preprocessing, including 
missing value management, categorical feature label encoding, feature selection, and feature scaling for 
numerical feature normalization. Various classification models are trained on preprocessed data and the 
best- performing model is saved using pickle for future access. The second approach focuses on exploratory 
data analysis (EDA) to understand insights into feature distributions and their association with the target 
variable, then the development of a Decision Tree Classifier. It is tuned to the model through 
hyperparameter tuning and tested on common classification measures like accuracy score, confusion 
matrix, classification report, and cross- validation [4].. The resultant model is saved with joblib, especially 
useful to manage large serialized objects. 
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As supported by prior studies [5], loan prediction models using machine learning have much superior 
performance compared to rule-based methods and simple statistical approaches. In the current work, this 
finding is confirmed where ensemble and decision tree- based approaches, especially Decision Trees 
and Random Forests, deliver better classificatory values and improved generalizability over new data. 
 
Therefore, this study will compare and evaluate different machine learning algorithms to identify the best 
and scalable solution to automate the loan approval process to facilitate faster, equitable, and consistent 
financial decision-making. 
 
2. METHODS 
There were two datasets used in this research: one with 381 records and the other with 480 records. The 
primary dataset was from a Kaggle Hackathon and contains candidate features helpful for loan making 
decisions. They are income, work, dependents, education, credit score, and amount requested for a loan. 
The target variable, Loan_Status, is binary—1 if loan approved, 0 otherwise. 
 
Feature Name   Description Type 
Number of dependents 
no_of_dependents Categorical supported by the applicant 
Education level of the applicant  
 
Data Preprocessing: 
To enable good model performance and reliable predictions, a series of preprocessing steps was carried 
out. These steps were important to deal with problems concerning data quality and to prepare the dataset 
for training algorithms. 
 
To begin with, all column headers and string-based categorical variables were cleaned by eliminating 
leading and trailing whitespace. This ensured standardized feature space and prevented mismatches while 
encoding. 
 
Categorical variables like education and self_employed were converted to numeric form by using 
dictionary-based mapping and the LabelEncoder utility function of scikit- learn [6]. Further, the target 
variable Loan_Status, initially marked as "Y" (approved) and "N" (not approved), was binarized to 1 and 0 
respectively in order to accommodate classification models. 
 
To address class imbalance and enable balanced model estimation, a stratified sampling strategy was used 
to split the dataset into training and test subsets. In this method, the proportion of approved and declined 
loans remained equal in both subsets. 
 
Missing data were treated by deleting rows with missing values, giving greater importance to data 
consistency over the size of the dataset. In addition, non-predictive features such as Loan_ID, which was 
used only for identification, education 
(Graduate / Not Graduate) Employment type 
Categorical were eliminated in an attempt to limit the model input 
space. 
 
Model Training and Evaluation 
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self_employed 
income_annum 
loan_amount (Self-employed or Categorical Not) 
Annual income of 
the applicant (in Numerical currency units) 
Total loan amount requested (in Numerical currency units) 
Duration of the Machine learning models were trained on 80:20 train test split, but in some cases an 90:10 
partition was also utilized to test model sensitivity to training data volume.All models were executed with 
default or lightly optimized hyperparameters to ensure consistency and to measure baseline performance. 
Models were compared based on a number of performance measures: 
loan_term loan (in months) 
Numerical Accuracy, ratio of correct predictions to the total. 
cibil_score  
Credit score of the applicant (range Numerical from 300 to 900) 
Precision, the ratio of correct positive predictions. 
Recall, the ratio of correct positive instances correctly predicted. 
Feature selection was informed by domain knowledge and supported by empirical evidence documented 
in previous research [6]. The attributes selected—credit score, income, level of education, and loan 
information—were determined to be the most predictive of approval results for loans in financial screening 
applications. 
F1-Score, harmonic mean of precision and recall, giving equal weights to the two measures. 
Confusion Matrix, which classifies the classification results in terms of true positives and false positives 
and negatives. 
For deployment, the trained Random Forest model was pickled by means of Python's pickle module and 
the Decision Tree model dumped with joblib. This permitted effortless reuse within real-time systems in 
addition to further experimentation [11]. 
Visual Highlights 
Decision Tree Model: 
The Decision Tree classifier yielded a rough classification accuracy of 73%, providing an interpretable 
model form that well demonstrated decision paths with respect to input features. Feature importance 
analysis indicated that cibil_score, income_annum, and loan_amount were the top three most influential 
variables determining loan approval predictions. This is permissible for better knowledge of what factors 
had the most critical roles in loan approval determinations. 
Random Forest Model: 
Random Forest model performed the best with a 76– 78% accuracy rate. By averaging the outcome of 
numerous decision trees, it prevented overfitting and generalized more. Feature importance plots also 
secured the supremacy of cibil_score, and loan_amount and income_annum contributed largely as well. 
Apart from enhancing model comprehension and feature engineering, correlation heatmaps and bar plots 
were used within exploratory data analysis. The plots helped to identify strong correlations among 
variables and informed the optimization of the input feature space. The results of the above mention 
features are given below. 
The confusion matrix visualizes the model’s prediction performance, showing it correctly predicted 30 
approved and 7 rejected loans, with some misclassifications. 
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This tree visualization illustrates the decision making of the model as it illustrates that input features get 
divided at each node to categorize loan approval and rejection. 

 
This feature importance plot indicates Credit History, Loan Amount, and Coapplicant Income as the 
most important factors driving the loan approval predictions of the model. This feature importance plot 
highlights Credit History, Loan Amount, and Coapplicant Income as the top factors influencing the loan 
approval predictions made by the model. 
 

 
2.1. Decision Tree Classifier: 
 
The preprocessed dataset was then trained with the Decision Tree classifier to simulate loan approval 
decision-making. The model operates by constructing decision nodes that split data in accordance with 
feature thresholds to achieve a tree-like structure.ding decision nodes that split data in accordance with 
feature thresholds to achieve a tree-like structure. While the Decision Tree has interpretability and ease 
of implementation, it is plagued with overfitting if it is not regularized. The model's performance was 
evaluated using accuracy metrics, classification report, and confusion matrix. 
 
2.2 Random Forest Classifier: 
In an effort to offset the downfalls of individual decision trees, a Random Forest classifier was created. It 
is an ensemble approach that constructs many decision trees on bootstrapped samples of the training set 
and aggregates their predictions to provide one prediction. This aids in reducing overfitting and 
enhancing generalization. The Random Forest model was better than the stand-alone Decision Tree 
model. Following training, the model was serialized with the help of the pickle library for future use in 
real-time loan sanctioning systems. 
 
3. RESULT 
To predict the loan approval status, three conventional machine learning algorithms— Logistic Regression 
(LR), Support Vector Machine (SVM), and Random Forest (RF)— were applied on a structured data set 
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of borrower attributes such as number of dependents, education, employment, income, loan amount, 
loan tenure, and credit history. These models were trained and tested with preprocessed data involving 
label encoding and normalization to ensure that there is consistent format and input quality. The aim was 
to compare their performance in classification regarding predicting binary results: loan approval ("1") or 
rejection ("0"). Prior research has shown the effectiveness of such algorithms in financial risk analysis and 
approval systems [12]. 
 
(i) Random Forest Performance in Loan Approval Prediction: 
Random Forest outperformed LR and SVM with 98.36% accuracy. It attained a close-to-perfect precision 
of 1.00 and recall of 0.96 for the approved class with an F1-score of 0.98. From the confusion matrix, the 
model performed only 13 false negatives and one false positive, reflecting tremendous balance between 
specificity and sensitivity. These results confirm the strength of Random Forest as a collection classifier 
that is able to maintain high-dimensional structured data of various feature types. Its strong decision 
making power is in alignment with existing empirical studies on ensemble classifiers in financial analysis 
[16]. 
(ii) Decision Tree 
 
Decision Tree classifier exhibited a correct classification of approximately 73%. The most significant 
strength of the Decision Tree classifier is the fact that it can give a clear, understandable model structure 
with well-defined decision paths based on input variables. Feature importance analysis revealed the top 
three features that influence loan approval prediction to be cibil_score, income_annum, and 
loan_amount. While its accuracy was not as high as Random Forest and Logistic Regression, its 
explainability and capacity to take both numerical and categorical inputs make it a viable choice for 
stakeholders who care about model explainability over raw prediction accuracy. 

The chart shows the relationship between the education of applicants and loan approval. As can be seen 
from the chart, there are more approved loans for graduates compared to non-graduates. There are greater 
numbers of approvals of loans (orange bars) for graduates compared to nongraduates. 

 
(iii) Support Vector Machine Performance on Loan Approval Prediction 
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Support Vector Machine (SVM), one of the most versatile models for classification problems, had the 
poorest performance in this case. It had an accuracy of just 62.18%. The model failed to even pick any 
true positives for the approved class (TP = 0, FN = 323), with zero recall and zero F1-score. This means the 
model was just predicting the majority "Not Approved" class, so it was extremely biased towards the 
majority class. Although the "Not Approved" recall was 1.00, its imbalance between both classes renders it 
meaningless for actual loan approval scenarios where minority class consciousness is crucial.This result 
aligns with earlier research emphasizing 
SVM's susceptibility to class imbalance and kernel scaling and adjustment requirements [15] 
 
 

 
 
(iv) Logistic Regression Performance on Loan Approval Prediction: 
 
The Logistic Regression model, famous for being simple and interpretable, performed well in this 
research. On the test dataset, it achieved a total accuracy of 82.79%. On the positive class (approved loan), 
precision was 0.85, recall was 0.67, and the F1-score was 0.75. From the confusion matrix, it accurately 
identified 215 true positives (TP) and labeled 108 true approvals as rejections (FN). While LR performed 
acceptably on linear relationships, the comparatively low recall score suggested failure to deal with dense, 
nonlinear feature interactions, consistent with results in previous work warning against relying on linear 
classifiers in multifactorial decision-making applications [13][14]. 

 
 
 
3.1. Summary of Comparative Performance 
 
The performance of all three models is captured in Table, with reference to primary classification 
measures. As seen, Random Forest provides the most accurate predictions with the best accuracy, 
followed by Logistic Regression. SVM did not identify any approved loans and therefore performed the 
worst overall. 
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These findings strongly validate the current consensus that ensemble models such as Random Forest are 
very effective 

 
 
for classifying heterogeneous features and class imbalance [16]. Logistic Regression provides 
interpretability and robust baseline performance but can fail to capture intricate interactions. SVM, 
though strong under ideal conditions, was found unsuitable in this use case due to sensitivity to 
imbalance, mirroring similar results in similar studies [17]. 
 
4. CONCLUSION 
This study aimed to develop, deploy, and compare machine learning models for the prediction of loan 
approval status, an integral problem in contemporary financial decision systems. Utilizing two paradigms 
based on one that emphasized exhaustive preprocessing and ensemble techniques and another that 
emphasized exploratory analysis and decision tree classifiers, the study embarked on an extensive 
evaluation of the performance of different supervised learning algorithms. 
 
The findings show that Random Forest, being an ensemble-based classifier, always performs better than 
others regarding accuracy (98.36%), precision (1.00), and recall (0.96), validating its stability and 
versatility with diverse financial datasets Logistic Regression was a good baseline with 82.79% accuracy 
but was restrictive because it could not deal with non-linear relationships. In contrast, Support Vector 
Machine was not able to model the minority class efficiently because it was class imbalance- 
prone, which emphasized the role of data distribution and preprocessing in algorithm choice. 
 
These results are consistent with past research claiming that ensemble learning and tree-based models are 
more appropriate for structured classification tasks in finance [12][16]. These methods, used in 
conjunction with proper encoding, normalization, and hyperparameter optimization, dramatically 
improve predictive stability and model generalizability. 
 
Applying such models in the decision pipelines of financial institutions can reduce human bias, reduce 
application processing time, and have more consistent results. Future work can involve expanding the set 
of features, incorporating methods of explainability, and applying models in real-time systems to further 
enhance and deploy loan approval systems. 
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