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Abstract: The multimedia data exchange has been raised due to rapid technological improvements in recent years. 
The attackers investigate how to acquire this data so they can obtain people’s sensitive information. Thus, in the 
present scenario, security is a big concern. Therefore, we have presented a novel image encryption (IE) method based 
on the metaheuristic social group optimization (SGO) algorithm that explores the best parameter value of the chaotic 
maps for better security. In the proposed method, the 1-D chaotic logistic map (CLM) is employed for optimal key 
generation and substitution box (s-box), whereas the 1-D chaotic tent map (CTM) is employed to generate an optimal 
shuffling index to achieve permutation in the encryption method. In the proposed method, there are a total four stages 
to achieve the encryption. In the first and last stages, the optimal random key is employed to perform an exclusive-OR 
operation, whereas in the second and third stages, s-box and permutation are performed. Next, the demonstration of 
the presented IE method is done for the standard dataset images by analyzing the various security parameters. Lastly, 
the effectiveness of the proposed approach is compared to existing IE methods using these parameters. The result 
indicates that the proposed method achieves an average entropy value of 7.9971, an NPCR value of 99.607, and a 
PSNR value of 14.026dB. 
Keywords: Chaotic, Encryption, Image, Metaheuristic, Optimization, Security, SGO. 
 
1. INTRODUCTION 
In the present scenario, the people used the open networks and internet to communicate the multimedia 
data from one place to another. This necessitates the addition of a security layer to safeguard the 
multimedia data from potential attackers. In the previous studies, encryption is the most preferred 
approach in which multimedia data is transformed into coded form, which is decrypted by only the 
intended recipient [1-2]. In this paper, the focus is on image-based multimedia data due to its huge 
demand in several applications: medical, military, and social media. The image-based multimedia data 
has different characteristics as compared to the text-based data, such as larger size and high correlation 
between the pixels [3]. Therefore, the standard encryption methods, namely, DES, 3DES, and AES, take 
longer for encryption due to multiple rounds being performed in them for encryption purposes. Besides 
that, these methods are prone to differential attack because the data is processed in blocks form, and a 
slight change in the input data only changes the pixel value of that block [4]. Consequently, the chaotic 
map is employed in the IE methods to transform the secret image into an encrypted image. The chaotic 
map is a non-linear function that provides chaotic behavior, such as highly complex and unpredictable 
behavior [5]. This behavior is highly sensitive to the input parameter. This implies that a small change in 
the input parameter value changes a majority value of data in the output. Thus, it is difficult for the 
attacker to forecast the output data value based on the input parameter [6]. Further, the previous studies 
show that in the chaotic map, finding the best input parameter value to achieve the chaotic behavior is a 
challenging task [7]. Therefore, metaheuristic algorithms are employed in this field to search the 
parameter value based on the objective function at which desired chaotic behavior is achieved for better 
security in the IE method. In the literature, chaotic maps are successfully used for random key generation 
purposes, and these keys are employed to achieve confusion and diffusion in the IE methods [8]. In this 
paper, we have enhanced the security of the IE method by combining the chaotic maps with metaheuristic 
algorithms for random key, S-box, and shuffling index matrix generation purposes. The main 
contribution of this article is as follows. 
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• We have designed an IE method using the metaheuristic SGO algorithm that hyper-tuned the 
parameters of the 1-D chaotic maps to secure the secret image. This hyper-tuning of the parameters is 
done to generate a random key, substitution box, and shuffling index matrix to achieve encryption. 

• The result demonstrates that the suggested IE method accomplishes superior performance in terms of 
entropy (7.9971), NPCR (99.607), and PSNR (14.026dB) as compared to the previous methods. 

The remaining structure of the research article as follows. Section 2 provides the related work done in 
the IE method. Section 3 gives an overview of the metaheuristic SGO algorithm. Section 4 provides the 
detailed description of the proposed IE method. The results and discussion is presented in Section 5. 
Finally, Section 6 draws the conclusion and future scope of the work. 
 
2. Related Work 
This section investigates and analyzes IE methods that rely on metaheuristic and chaotic maps. Al-Hyari 
et al. [9] employed two chaotic maps, such as the Henon map and the logistic map. They employed the 
logistic map for permutation and the Henon map for key generation in their work. S. A. Gebereselassie 
and B. K. Roy [10] analyzed whether 1-D chaotic maps or an integrated approach based on them are 
suitable for encryption purposes. In their work, the sine, tent, logistic, and cubic maps were considered. 
Their analysis shows that 1-D chaotic maps outperform the integrated approaches. H. Çelik and N. Doğan 
[11] proposed an approach in which initially affine transformation was performed on the secret image. 
The chaotic map is then used to generate the s-box for encryption purposes. Hosny et al. [12] performed 
scrambling and diffusion of the secret color image by considering the three chaotic maps: Lorenz, Hénon, 
and logistic. These chaotic maps generate the scrambling and diffusion matrices for RGB planes of the 
color image. Wen et al. [13] performed the permutation, diffusion, and linear transformation process at 
the bit level to achieve encryption. The chaotic map generated the random keys for these processes. Sameh 
et al. [14] considered the eight chaotic maps for key generation purposes. In their work, they performed 
hyperparameter tuning by taking into account the metaheuristic algorithms. Their findings show that the 
Gauss chaotic map outperforms in terms of computational complexity, while the circle map outperforms 
in random key generation. Kumar et al. [15] used the JAYA algorithm to adjust the settings of the 3D-
CLM algorithm, focusing on entropy for creating random keys. The image matrix is then shuffled both 
row-wise and column-wise. A. Srivastava and S. Solanki [16] used the OOBO algorithm to adjust the 
parameters of chaotic maps for creating random keys and rearranging the pixels based on a multi-objective 
function that includes entropy and correlation coefficient. Agarwal et al. [17] used the moth-flame 
optimization algorithm for key generation and applied chaotic logistics for encryption, using the objective 
function of the correlation coefficient. Krishnamoorthi et al. [18] employed the chaotic map for 
pseudorandom key generation purposes to secure the secret data. 
From the previous studies, we found that most of the authors used the chaotic map to generate keys and 
for shuffling index purposes. Further, metaheuristic algorithms are used with chaotic maps for fine-tuning 
the parameters based on the objective function. However, in the encryption method, the substitution box 
plays an important role in exploiting the linear relationship between the secret and the encrypted image. 
Therefore, in this paper, we have designed an enhanced encryption method that generates optimal 
random keys, S-boxes, and shuffling indexes using the chaotic maps and metaheuristic SGO algorithm 
security enhancement.        
3. Metaheuristic SGO Algorithm 
In 2016, Suresh Satapathy and Anima Naik presented SGO, an optimization algorithm motivated by 
population-based human behavior. SGO draws inspiration from how people behave in social situations 
while working together to address a variety of challenging issues. In SGO, everyone contributes to finding 
a single solution, and the group works together to make that solution “fitter” by using random numbers 
repeatedly [19-20]. The two stages of SGO implementation are the acquiring phase and the improving 
phase. Both stages use basic evolutionary computation to modify the solutions that are chosen at random 
at the start using a technique called “greedy selection.” The search procedure starts with choosing the 
“leader” or “gbest” from the group of people who were chosen at random. 
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Figure 1 Steps of SGO Algorithm [20] 
Step 1: Initialization of Parameters: Some of the most important parameters are the population size (P), 
the fitness function (F) that should be maximized or minimized, the number of iterations (N), the number 
of dimensions or decision variables (d), the constraint functions (G), and the decision variables' upper 
and lower bounds (Lb, Ub). 
Step 2: Randomized Initialization: The initial population set is kept in an initialization vector and is 
initialized at random within the upper and lower bounds. The solution set is shown in each row of this 
vector, and each member in a row is a decision variable. The vector's size is determined by P×d. 
Step 3: Leader/gbest Identification: To find the appropriate fitness function value, the values of the 
decision factors in each row of the Initialization vector are loaded into the fitness function. It is done to 
check its feasibility. Every group member follows this process, and the person with the lowest level of 
fitness is selected as the leader or gbest. If two members have the same fitness value but different 
requirements, the one that meets the most constraints (the most viable solution) will be given priority.  
Step 4: Improving Phase: The goal of this stage is to encourage algorithm exploration while maintaining 
connections to the leader's role. As one searches the area between the leader and the ideal candidate, it 
relates to an individual learning from the leader.  
Step 5: Greedy Selection– I: After the improvement phase is over, the solution vector is substituted in the 
fitness function to verify each new solution for its matching fitness values. 
Step 6: Acquiring Phase: Similar to the exploitation phase, the acquiring phase guarantees accuracy and 
convergence to the best solution in the world. The goal of this phase is to change the search group's 
population's positions about the best or the leader. For example, someone with less knowledge can learn 
from someone with more knowledge and teach someone with less knowledge. 
Step 7: Greedy Selection – II – The solution vector is replaced in the fitness function to verify that the 
new solutions produced during the acquiring phase have the appropriate fitness values.   
Step 8: Termination: In each iteration, the algorithm keeps looking for an improved option. Until the 
last iteration, the method continually displays the same solution. This serves as the fundamental 
termination criterion if no better solution can be found or if the global optimum is obtained. Other ways 
to end an algorithm include limiting the amount of function evaluations or establishing a goal solution 
that the algorithm will stop running when reached. 
4. Proposed Image Encryption Method 
This section presents the IE method is designed to protect the confidential images on the internet. The 
suggested IE method's primary innovation is that optimal random key, s-box, and shuffling index is 
generated by hyper-tune the parameters of the chaotic maps using the metaheuristic SGO algorithm. 
Thus, it is not possible for the attacker to reveal the confidential image without the information of optimal 
parameter values. Furthermore, the parameter value is not same for different images. Figure 2 depicts the 
flow diagram of the IE approach that has been suggested.  
The recommended method entrusts the metaheuristic SGO algorithm with the secret image and chaotic 
maps. The SGO algorithm's primary goal is to find the optimum key generation, s-box, and shuffle index 

Step 1: Parameter initialization

Step 2: Random initialization

Step 3: Identify the leader/gbest

Step 4: Improving phase

Step 5: Greedy selection– I

Step 6: Acquiring phase

Step 7: Greedy selection– II

Step 8: Termination
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by searching the solution space of the upper and lower limits of the 1-D CLM and CTM algorithms' 
parameters.  

 
Figure 2 Proposed IE Method 
First, the CLM algorithm's ideal parameter value is determined to produce the S-box. This takes into 
consideration the bijective function. This function helps to achieve the one-to-one mapping between 
input and output. After that, the population of the SGO algorithm is randomly initialized in the lower 
and upper bounds of the parameters of CLM and CTM. In this work, the dimension of each population 
is two. The first value of the population searches the CLM parameter value, whereas the second value 
searches the CTM. Afterwards, the objective function receives these values. The objective function 
generates a random key using the CLM algorithm. Followed by performing the exclusive-OR operation 
and substitution of the image pixels based on the S-box. Later on, an optimal shuffling index value is 
generated using the CTM algorithm to shuffle the image, and an exclusive-OR operation is performed 
for final encryption. Finally, objective function based on entropy, CC, and SSIM is evaluated between 
the secret image and the encrypted image using Eq. (1). This procedure is repeated a certain number of 
times to search the solutions space of the CLM and CTM algorithms, and optimal parameter values are 
determined. Based on these parameter values, the exclusive-OR, substitution based on s-box, shuffling 
the image based on shuffling index value, and exclusive-OR operation are performed to achieve the 
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encryption. The ideal parameter and the encrypted image values of the chaotic maps is communicated to 
the receiver for decryption purposes. On the receiver end, an inverse S-box, a random key, and a reverse 
shuffling index matrix are generated based on the optimal parameter value. After that, in the reverse 
order, exclusive-OR with a random key, rearrangement of the image pixel based on the reverse shuffling 
index matrix, passing through the inverse s-box, and exclusive-OR operation with a random key are 
performed to get the secret image. 

                                           𝑂𝐹 = [
𝐸

8
+ (1 − |𝐶𝐶|) + (1 − 𝑆𝑆𝐼𝑀)] /3                                                                 (1) 

  
5. RESULTS AND DISCUSSION 
This section provides the simulation results for the standard dataset by evaluating the various security 
parameters for the presented method [21]. These security parameters are considered to show the 
effectiveness of the suggested IE method over the recent existing methods. In this work, ten grayscale 
images were considered, and MATLAB 2018a software was used. Next, the proposed IE method was 
coded and simulated on an Intel Core i7-7500 CPU with 8GB memory. The detailed description of the 
simulation setup configuration, security analysis, comparative analysis, and discussion is given in this 
section. 
5.1 Setup Configuration for Metaheuristic SGO Algorithm 
This section shows the setup configuration for the SGO algorithm is considered to find the best parameter 
value of CLM and CTM algorithm for random key, s-box, and shuffling index generation purposes. Table 
1 shows the parameter related to SGO, objective function, and lower and upper bound value of the CLM 
and CTM algorithm. 
Table 1 Simulation Setup Configuration of SGO Algorithm 

Parameter Values 

S-Box Value [0-255] 

CLM [0-1], [3.90-3.99] 
CTM [1.9-2] 
SGOPop 10 

SGOdim 2 

SGOiteration 50 

SGOObjectivefunction E, CC, SSIM 

 
5.2 Security Analysis 
In this section, several performance parameters are evaluated to measure the security of the proposed 
method. The parameters considered in this article are the chi-square test, entropy, CC, SSIM, MSE, 
PSNR, maximum deviation, and NPCR. 

• Chi-Square Test Analysis: This analysis is performed to measure the uniformity of the encrypted 
image histogram to secure the encryption method against statistical attacks performed by 
attackers [22]. The chi-square value is determined using Eq. (2-3). In the encryption method, a 
low value of chi-square indicates a uniform distribution of the histogram [23]. Table 2 shows the 
histogram distribution analysis based on the chi-square test. The result indicates that the 
proposed IE method achieves the chi-square value in the range of 227-277, which is less than the 
reference value (293.83) of the encryption method. 

                                                                 𝜒2 = ∑
(𝑓𝑖−𝜀)2

𝜀
255
𝑖=1                                                                   (2) 

                                                                     𝜀 =
𝐻×𝑊

256
                                                                            (3) 

In above case, 𝑓 denotes the frequency of the histogram and 𝜀 is the predicted value is determined 
using Eq. (3). Further, 𝐻𝑊 denotes the resolution of the image. 

Table 2 Histogram Distribution Analysis based on Chi-Square Test  
Images Encrypted Image Histogram Distribution Chi-Square 

Value 
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𝐼1 

 

254 

𝐼2 

 

247 

𝐼3 

 

253 

𝐼4 

 

258 

𝐼5 

 

277 
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𝐼6 

 

236 

𝐼7 

 

247 

𝐼8 

 

227 

𝐼9 

 

262 

𝐼10 

 

218 

 
• Entropy Analysis: The degree of unpredictability or randomness in the data is assessed using the 

entropy analysis [24]. It is determined by using Equation (4).  

https://theaspd.com/index.php/ijes/index


International Journal of Environmental Sciences   
ISSN: 2229-7359 
Vol. 11 No. 22s, 2025  
https://theaspd.com/index.php/ijes/index 

 

1719 

 

                                                      𝐻(𝑚) = ∑ 𝑝(𝑒𝑖) × log2
1

𝑝(𝑒𝑖)
2𝑁−1
𝑖=0                                                     

(4) 
To ensure that the pixel intensities in the encrypted image are distributed equally, a high entropy 
value is necessary during the encryption process. As a result, it is difficult for the attacker to 
identify any patterns or determine the distribution of pixels. Table 3 shows the security analysis 
based on the entropy parameter. The result indicates that the proposed method achieves entropy 
in the range of 7.9962-7.9975. This value is very near to the ideal value of eight, which is required 
in the encryption [25]. 
Table 3 Security Analysis based on Entropy Parameter 

Images Entropy 

𝐼1 7.9971 

𝐼2 7.9972 

𝐼3 7.9971 

𝐼4 7.9970 

𝐼5 7.9969 

𝐼6 7.9972 

𝐼7 7.9971 

𝐼8 7.9973 

𝐼9 7.9970 

𝐼10 7.9974 

 
• CC Analysis: This analysis is performed to measure the correlation among adjacent pixels of 

secret and encrypted images. A favorable encryption method provides efficient protection by 
reducing the correlation between them to near zero value [26]. Eq. (5-8) determines its value, 
which ranges from -1 to 1, while the ideal value of CC in encryption is zero [27].  

                                                                𝑟𝑢𝑣 =
|𝑐𝑜𝑣(𝑢𝑣)|

√𝐷(𝑢)×√𝐷(𝑣)
                                                                            (5) 

                                                       𝑐𝑜𝑣(𝑢𝑣) =
∑ (𝑢𝑗−𝐸(𝑢))((𝑣𝑗−𝐸(𝑣)))𝑀

𝑗=1

𝑀
                                                   

(6) 

                                                       𝐸(𝑢) =
∑ 𝑢𝑗

𝑀
𝑗=1

𝑀
                                                                                  (7) 

                                                              𝐷(𝑢) =
∑ (𝑢𝑗−𝐸(𝑢))2𝑀

𝑗=1

𝑀
                                                                     (8) 

Where cov denotes the covariance between the secret and the encrypted image. D(u) and D(v) 
denote the variance of the secret and encrypted images. Furthermore, M represents the quantity 
of neighboring pixels. E(u) stands for the expectations of encrypted and secret images. The 
suggested IE method's CC analysis is shown in Table 4. The findings show that the suggested 
approach achieves a low correlation coefficient, which is acceptable for encryption and very close 
to the optimal value. 
Table 4 Security Analysis based on CC Parameter 

Images CC 
𝐼1 -0.0014 
𝐼2 0.0018 
𝐼3 0.0025 
𝐼4 0.0068 
𝐼5 -0.0042 
𝐼6 -8.5538e-04 
𝐼7 -0.0030 
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𝐼8 -5.1761e-04 
𝐼9 -0.0016 
𝐼10 9.0464e-04 

• SSIM Analysis: This analysis is done to measure the structure similarity among the images by 
considering the factors (structural information, luminance, and contrast) based on human visual 
perception [28]. In the encryption method, a low value of SSIM defines the encryption method 
as effectively obscuring the structural details [29]. It is determined using Eq. (9). The result 
indicates that the suggested method achieves the SSIM value near to zero (0.0056-0.0115). 

                                                𝑆𝑆𝐼𝑀(𝑆𝐸) =
(2𝜇𝑆𝜇𝐸+𝐶1)(2𝜎𝑆𝐸+𝐶2)

(𝜇𝑆
2+𝜇𝐸

2+𝐶1)(𝜎𝑆
2+𝜎𝐸

2+𝐶2)
                                                   (9) 

In the above equation, 𝜇𝑆𝜇𝐸 represents the secret and encrypted image’s average value. 𝜎𝑆𝐸 
represents the covariance. 

Table 5 Security Analysis based on SSIM Parameter 
Images SSIM 

𝐼1 0.0115 

𝐼2 0.0091 

𝐼3 0.0113 

𝐼4 0.0109 

𝐼5 0.0075 

𝐼6 0.0098 

𝐼7 0.0056 

𝐼8 0.0110 

𝐼9 0.0097 

𝐼10 0.0099 

 
• MSE and PSNR Analysis: With the secret image, these parameters calculate the overall noise in 

the encrypted image. To calculate the MSE and PSNR, Eq. (10-11) [30–31] is used. 
                                                       𝑀𝑆𝐸 =

1

𝑊𝐻
∑ ∑ [𝑆𝑖𝑗 − 𝐸𝑖𝑗]2𝐻

𝑗=1
𝑊
𝑖=1                                                   

(10) 

                                                         𝑃𝑆𝑁𝑅(𝑖𝑛 𝑑𝐵) = 10 log10
𝑃2

𝑀𝑆𝐸
                                                     

(11) 
It is necessary for the encryption image to have a low PSNR (ideally 0) between the secret and 
encrypted images. The security evaluation of the proposed IE approach employing the MSE and 
PSNR parameters is shown in Table 6. The result indicates that the MSE and PSNR values are 
in the ranges of 248.2939-8.8598e+03 and 8.6566-24.1811dB, respectively. The low value of the 
PSNR reflects that the encrypted image contains a high level of noise, and it is difficult for the 
attacker to retrieve the secret image. 

Table 6 Security Analysis based on MSE and PSNR Parameter 
Images MSE PSNR (in dB) 

𝐼1 3.6117e+03 12.5537 

𝐼2 2.6822e+03 13.8458 

𝐼3 3.5803e+03 12.5917 

𝐼4 3.3477e+03 12.8834 

𝐼5 736.2930 19.4603 

𝐼6 3.7812e+03 12.3545 

𝐼7 248.2939 24.1811 
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𝐼8 4.6531e+03 11.4534 

𝐼9 3.8490e+03 12.2773 

𝐼10 8.8598e+03 8.6566 

 
• Maximum Deviation Analysis: The purpose of this study is to estimate the total difference 

between the histograms of confidential and secret images [32]. Eq. (12) is used to calculate it. The 
encryption technique requires a high MD value, indicating that the encrypted image differs 
significantly from the secret image. The MD analysis is shown in Table 7. The result shows that 
the MD score varies between 65536 and 65236, respectively. This means that the suggested 
method can handle the large difference in the encryption image. 

                                                           𝑀𝐷 =
𝐻0−𝐻𝐿−1

2
+ ∑ 𝐻𝑖

𝐿−2
𝑖=1                                                    

(12) 
In Equation (17), H_i is the difference in the histograms of the images, and L is the image's total 
intensity level. Its value in the greyscale images ranges from 0 to 255. According to Table 7, the 
greatest deviation is very close to the optimal value required for the encrypted approach.  

Table 7 Security Analysis based on Maximum Deviation Parameter 
Images MD 

𝐼1 42652 

𝐼2 45681 

𝐼3 5.5593e+04 

𝐼4 37498 

𝐼5 58975 

𝐼6 61342 

𝐼7 8.0394e+04 

𝐼8 70353 

𝐼9 55943 

𝐼10 67652 

 
• NPCR Analysis: To verify that the encryption technique is adaptable to the differential attack, 

NPCR analysis is performed. In this research, we calculate the number of pixels in the encrypted 
image whose values change when the secret image changes slightly [34]. To accomplish this 
analysis, two encrypted images are generated. The first encrypted image is without any change in 
the secret image whereas the second encrypted image with a minor change in the secret image. It 
is determined using Eq. (13-14).  

                                                                          𝑁𝑃𝐶𝑅 = ∑ ∑ 𝐷(𝑖, 𝑗)𝑊
𝑗=1

𝐻
𝑖−1                                                         

(13) 

                                                                      𝐷(𝑖, 𝑗) = {
0 𝑖𝑓𝐶1(𝑖, 𝑗) = 𝐶2(𝑖, 𝑗)
1 𝑖𝑓 𝐶1(𝑖, 𝑗) ≠ 𝐶2(𝑖, 𝑗)

                                                  

(14) 
Whereas, C1 and C2 represent two cipher images that were encrypted from the identical 
plaintext image with a one-bit modification. Table 8 indicates that the proposed method achieves 
high NPCR value.  

Table 8 Security Analysis based on NPCR Parameter 
Images NPCR (%) 

𝐼1 99.60785 

𝐼2 99.60175 
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𝐼3 99.59259 

𝐼4 99.63074 

𝐼5 99.63531 

𝐼6 99.60938 

𝐼7 99.58801 

𝐼8 99.62158 

𝐼9 99.60175 

𝐼10 99.58191 

 
• Execution Time Analysis: This analysis is done to measure the total time spent for the proposed 

method to encrypt the secret image [35]. It is measured in seconds. Table 9 shows the execution 
time analysis for the different images. The results indicate that the proposed IE method takes 
20.054789-26.459394 seconds to encrypt the secret images. Further, we have analyzed that the 
maximum time is spent in the fine-tuning of the parameters of the chaotic maps using the SGO 
algorithm. 

Table 9 Execution Time Analysis for Proposed IE Method 
Images Execution Time (in Seconds) 

𝐼1 21.283892 

𝐼2 26.459394 

𝐼3 24.356926 

𝐼4 20.054789 

𝐼5 24.096446 

𝐼6 21.437874 

𝐼7 21.144685 

𝐼8 24.666482 

𝐼9 22.491049 

𝐼10 23.218535 

 
5.3 Comparative Analysis 
This section presents the effectiveness of the proposed IE method over the existing methods using the 
three security parameters. To achieve this objective, the parameters' average value is calculated and 
contrasted with the suggested approaches. The comparative analysis based on the entropy test findings is 
shown in Table 10. Compared to the earlier methods, which ranged from 7.968 to 7.996, the proposed 
approach provides the greatest average entropy value of 7.9971. This reflects that the proposed method 
has high randomness in the encrypted image.  
Table 10 Comparison of Entropy Test Results 

Methods Entropy 
Al-Hyari et al. [9] 7.888 
S. A. Gebereselassie and B. K. Roy [10] 7.968 
H. Çelik and N. Doğ an [11] 7.994 
Sameh et al. [14] 7.996 
Kumar et al. [15] 7.996 
Proposed Method 7.9971 

 
The comparison of the results of the NPCR test is shown in Table 11. According to the results, the 
proposed strategy generates a lower NPCR than the other approaches and is superior than S. A. 
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Gebereselassie and B. K. Roy [10] and Kumar et al. [15]. This shows that the suggested way makes a big 
difference in the encrypted pixels but only a small difference in the secret image's pixel value. 
Table 11 Comparison of NPCR Test Results 

Methods NPCR (%) 
Al-Hyari et al. [9] 99.608 
S. A. Gebereselassie and B. K. Roy [10] 97.067 
H. Çelik and N. Doğ an [11] 99.609 
Sameh et al. [14] 99.629 
Kumar et al. [15] 99.272 
Proposed Method 99.607 

 
Lastly, the comparison analysis based on PSNR test results is shown in Table 12. According to the results, 
the proposed method outperforms Al-Hyari et al. [9] and Kumar et al. [15] in terms of PSNR while 
achieving a lower value than the other methods currently in use. This suggests that a high level of noise 
is achieved in the encrypted image using the suggested approach. As a result, the attacker finds it 
challenging to reveal the confidential information. 
Table 12 Comparison of PSNR Test Results 

Methods PSNR (in dB) 
Al-Hyari et al. [9] 19.603 
S. A. Gebereselassie and B. K. Roy [10] 9.2357 
H. Çelik and N. Doğ an [11] 7.9561 
Sameh et al. [14] - 
Kumar et al. [15] 14.293 
Proposed Method 14.026 

 
5.4 DISCUSSION 
The proposed IE technique gets an appropriate value for the security parameter, which is needed in the 
encryption method to protect the secret images. When compared to earlier approaches, the suggested 
approach yields low PSNR and near-optimal entropy and NPCR values. Moreover, the primary advantage 
of the suggested IE technique is that it is hard for attackers to produce the same ideal random key, s-box, 
and shuffling index value for different images until they have information about optimal parameter 
values, which is determined using the SGO algorithm. On the other hand, the proposed IE method takes 
a higher execution time due to searching for the best parameter values for generating random keys, s-
boxes, and shuffling indexes using SGO. Additionally, several parameters must be communicated to the 
receiver in order to decrypt the encrypted image.  
 
6. CONCLUSION AND FUTURE SCOPE 
In this paper, we have presented an IE method that achieves the desired security due to utilizing the 
metaheuristic SGO algorithm to fine-tune the parameters of the chaotic maps to achieve the optimal 
random key, S-box, and shuffling index matrix. In this research, 1-D CLM is employed for s-box and key 
generation purposes, whereas CTM for shuffling the index matrix. Further, the proposed method 
demonstrates for the standard dataset that it achieves the desired security parameter value required in 
image encryption and works well over the existing methods. Therefore, different applications can utilize 
the proposed IE method to secure secret images on the open network from attackers. In the future, we 
can explore high-dimensional chaotic maps to design an image encryption method. Moreover, we can 
design a multi-objective function that utilizes metaheuristic algorithms to improve various security 
characteristics.  
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