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Abstract: In the modern-day scenario, social media platform plays a major role in terms of image sharing and posting. A 
considerable number of images are uploaded on social media website like Facebook, WhatsApp, and Messenger in each 
day. Image captioning is the technique to describe an image into human understandable language. Deep neural networks 
and availability of efficient image captioning datasets helps to generate a suitable caption of the image in a faster way. In 
this review paper, latest advancement in image captioning techniques, deep neural networks, image captioning datasets and 
evaluation methods are presented. This paper not only meant to be review of image captioning rather it also discussed its 
strengths and limitations of most commonly approaches, datasets and evaluation metrics. 
Keyword: Deep Learning, Image Captioning. Automated Image Captioning, Long Short-Term Memory (LSTM), 
Machine Learning. 
 
1. INTRODUCTION 
While an image has “a thousand words”, it is hardly ever practical to describe an image with so many. Instead, 
what is important in many areas is an adequate caption of an image which provides the main description. 
Image description is considered to be one of the intellectual challenging tasks now a days.  A computer graphic 
method is proposed to recognise necessary objects and regions in photos on social media platform. Image 
captioning and description generation are the latest research topic comes with challenging for deep learning. 
A system is developed that can not only accurately label image regions but also scale to full image description 
for different applications. A hierarchical trained deep learning network is used to increase the fluidity and 
descriptive nature of the generated image captions [4],[9],[26]. The deep learning network operation performs 
in two different stages. Faster R-CNN achieves the initial proposal generation and regional description is 
translate into full image description by Recurrent Neural Network (RNN) based encoder-decoder structure. 
The proposed deep learning method can label scenes, object attributes, humans, and objects simultaneously. 
The regional proposal generation task is too noisy in deep learning image captioning and descriptive 
generation method. A comprehensive review of existing deep-learning-based image captioning techniques is 
presented in [44],[45],[48]. Various deep learning image captioning methods are analysed based on their 
operations like feature generation and multimodal stage.  
2. Image Captioning 
Image captioning is a process to generate the human like caption or description of the image in an artificial 
way. In this we provide the input as an image to the system and it classify the image and produce valid caption. 
In the first phase, image is recognised from different perspective and in second phase language model is used 
to present the meaningful caption of image (figure 1).  

 
Figure 1: Examples of Image Captioning Outputs Generated by Deep Learning Models 
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2.1 Types of Image Captioning 
Several techniques have been proposed in the literature to help those people who had a low vision to 
understand the image data. Firstly, there existed template[13], [17], [28], [31], [37] and retrieval based image 
description approaches used for automatic image description generation. The proposed CNN-LSTM model 
provided strong platform for relational description in high-resolution images. The appropriate size of the 
attribute is the only limitation of CNN-LSTM model. The overfitting problem is minimized by using the deep 
CNN model [49]. Image captioning can be broadly divided into three categories i.e., retrieval-based captioning, 
template based captioning and deep learning-based captioning as shown in figure 2. 

 
 
• Retrieval based methods: it represents a description for a picture by accessing one or a group of word from 
a pre-defined sentence pool. The final description could either be a full meaningful English sentence which is 
predefined in an image dataset [1].  
• Template based methods: it produces picture descriptions which is correct in the sense of linguistic and 
meaning. Basically, for using template-based description pre-defined fixed set of graphic ideas required to be 
perceived first. After that it is connected with linguistic rules [1].  
• Deep learning-based captioning allows computer systems to recognize images for mainly education 
purposes, sentiment analysis, an aid for the visibly impaired, etc. The model must be accurate enough to 
understand the various relations between various objects, and express that in a correct semantic manner in 
natural language [1]. 
2.2  Image Captioning and Machine Learning 
Machine learning (ML) or intelligent retrieval is a part of artificial intelligence (AI). The main target of ML is 
basically is to recognize the formation of facts and adjust that information into developed models (figure 3) 
which can be readable and used by individuals. However, ML is an area of computer science with is different 
form conventional computing approach. ML approach permit for system to learn on facts inputs and use 
arithmetical examination, if the results of figures come within a target. Supervised and unsupervised based 
learning approaches are used in machine learning for classification of the images. It uses the following 
techniques: 

 
Figure 3: Architecture of Image Captioning Model Integrating CNN for Visual Feature Extraction and 
RNN/LSTM for Generating Descriptive Textual Captions 
• Regression: Regression based approach are widely implemented for forecasting or predictions on statistics 
numbers i.e., when the result is an actual or nonstop value. it comes within Supervised Learning (SL), it is 
implemented with learned data to forecast latest trial data.  

Figure 2: Types of different types of Image Captioning Approaches 
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• Classification: A classification process, a technique of SL, presents a summary from detected data as one 
or many output in a class form.  
• Clustering: Clustering is a ML approach that includes categorize data value into predefined class. If there 
are some items or objects, then clustering based approach is used to examine and classify them according to 
their features and similarity. It is unsupervised based approach which has not any labelled data and used for 
classification based on training datasets and form clusters on the behalf of matching of different features. 
2.3 Image Captioning and Deep Learning 
Deep learning (DL) stimulates the human brain and motivated by the biological system just like human. It 
uses input layer and combination of hidden layers which work as an object detection and dimension reduction 
and finally output layer classify the object based upon their features and class (figure 4).  

 
Figure 4: Structural Representation of a Deep Neural Network Comprising Multiple Hidden Layers for 
Hierarchical Feature Learning and Complex Pattern Recognition 
The Encoder and Decoder architecture is utilized for a kind of setting where a variation of length of input-
sequence of the sentence is mapped over the variation length provides out-sequence. The same model can also 
be trained for image description or classification. Encoder classify the image and decoder are used for 
description of the image. ConvNets is a type of CNN which has the multiple layers process the image and 
classify in their class. LSTMs and RNN are used for the generation of text from the word detected by the CNN. 
LSTM can store and retain the previous classification text for long time.  
The Encoder and Decoder architecture (figure 5) is utilized for a kind of setting where a variation of length of 
input-sequence of the sentence is mapped over the variation length provides out-sequence. The same model 
can also be trained for image description or classification. Encoder classify the image and decoder are used for 
description of the image.  

 

• CNN (Convolutional Neural Network): A CNN is a specialized for applications in image and video 
recognition. It is mainly used in image analysis tasks like image recognition, Object detection and 
Segmentation [66] There are three types of layers in CNN Convolution Layer, Pooling Layer and Fully-
Connected Layer. 
• VGG-16 Net: VGG16   is   a 16-layer architecture consists   of convolution layers, pooling layer and at end 
fully connected layer. VGG network is a deeper networks with much smaller filters [12]. ResNet and DenseNet 
also most widely used for encoding the image [7][15][16]. 
Long Short-Term Memory Networks is a kind of Recurrent Neural Network. It is most widely used for the 
image captioning. LSTMs and RNN are used for the generation of text from the word detected by the CNN. 
LSTM can store and retain the previous classification text for long time 
[1][15][17][18][19][20][21][22][23][24][25]. RNN is less popular comparative to the LSTM. In RNN inputs and 
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Figure 5: illustration of the Encoder-Decoder Architecture Used in Image Captioning 
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results are not dependent to each other but they show dependency if there is a need to forecast the word of a 
sentence [15][26][27] [28][29]. 
 

 
Figure 6: Summary of Deep Learning Models used in Literature for Image Captioning 
In conclusion CNN represents the better results with LSTM (figure 6). RNN is a type of LSTM but it is not so 
popular as shown in figure 7. 
 

 
Figure 7: Summary of RNN Vs LSTM Models used in Literature for Image Captioning  
2.4 Transfer Learning in Image Captioning 
Traditional learning is isolated and occurs purely based on specific tasks, datasets and training separate isolated 
models on them (figure 8). No knowledge is retained which can be transferred from one model to another. 
Thus, the key motivation, especially considering the context of deep learning is the fact that most models 
which solve complex problems need a whole lot of data, and getting vast amounts of labeled data for supervised 
models can be really difficult, considering the time and effort it takes to label data points. A simple example 
would be the ImageNet dataset, which has millions of images pertaining to different categories [30]. 
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Figure 8: Illustration of Transfer Learning in Image Captioning 
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However, getting such a dataset for every domain is tough. Besides, most deep learning models are very 
specialized to a particular domain or even a specific task. While these might be state-of-the-art models, with 
really high accuracy and beating all benchmarks, it would be only on very specific datasets and end up suffering 
a significant loss in performance when used in a new task which might still be similar to the one it was trained 
on. This forms the motivation for transfer learning, which goes beyond specific tasks and domains, and tries 
to see how to leverage knowledge from pre-trained models and use it to solve new problems. In transfer 
learning, you can leverage knowledge (features, weights etc) from previously trained models for training newer 
models and even tackle problems like having less data for the newer task [30]. 
2.4   Use of Data Augmentation in Image Captioning 
Data Augmentation is a method which can be used to enhance the size of the dataset by using various effects 
like rotation, scaling etc (figure 9). There is the problem of small dataset in most of the domain specific real-
world problems like medical data, students’ data etc. Data Augmentation is very helpful to increase the size 
dataset and train the mode. In over-all, having a large dataset is important for both ML and DL models [31]. 
We can augment Audio, Text, Images, Any other types of data. 

 
3. STATE OF THE ART DEEP LEARNING BASED IMAGE CAPTIONING 

The global features of the image are mined by the deep CNN model and semantic features learned by LSTM. 
Three datasets grey image, Twitter and Flicker are tested with the DMAF model and improved the semantic 
analysis accuracy of Flicker image dataset. The data-driven approaches are also used for the image description 
generation. In [19][40], retrieval-based techniques are used to develop the data-driven approaches of image 
description generation. The two methods are developed and evaluated to map photographs to natural language 
descriptions automatically.  
A Hybrid model based on CNN and LSTM is proposed for the Indonesian image caption dataset named as 
FEEH-ID[38].The size of the image training is a huge problem of the nearest neighbour based image 
annotation. The selection of the image samples is a limitation of NN based image annotation. Effective 
prototyping of training images is achieved by the genetic algorithm [52]. The NN based algorithms present the 
optimal outcomes for automatic image annotation.   
A bidirectional framework for automatic image description using the densely connected convolutional neural 
network is developed in [14].The Dense CNN model is used for encoding and BiLSTM performed decoding 
task. The forward and backward analysis of trained captions is provided in context of image description. A 
Game theoretic search approach is also implemented for word and best caption selection. The BLEU score is 
higher in case of proposed Dense CNN with BiLSTM model for image description generation. Similarly, a 
modular dense captioning architecture based on CNN and LSTM model is proposed for detailed image 
caption generation. The results are evaluated in terms of BLEU, ROUGE-L and METEOR. The sentences are 
generated by the combination of region attributes and object attributes. In [16] another dataset MSCOCO is 
also tested by the CNN-RNN features based image caption description. A regional object detector, RNN based 
attribute prediction and encoder decoder language generator embedded with two RNN is proposed to produce 
detailed description of a given image[5]. The proposed model is tested on the IAPR-TC 12 dataset. The 
proposed embedded model provided superior performance in case of cross-domain indoor dataset. A new 
approach of image annotation by combination of label generation, textual attention mechanism and image 
description generation with CNN-LSTM encoder decoder is proposed for flickr8K dataset [2]. 

Figure 9: Impact of Data Augmentation Techniques on Image Captioning  



International Journal of Environmental Sciences 
ISSN: 2229-7359 
Vol. 11 No. 20s, 2025 
https://theaspd.com/index.php 
 

1484 
 

Most of the researchers have focused on the image/text features extraction. For the second part of the work, 
they followed the conventional machine learning/deep learning algorithms. The semantic analysis between 
the image and their descriptive text from the dataset has been little attended. The idea of semantic relationship 
features extraction of stuff in the image with the other objects in the same image fills the research gap[13].The   
frequency of occurrence of text in the image description is also correlated by the action in the image by very 
few researchers.  
 
Table 1: The summary of Datasets, Model and Performance of different approaches 

Authors/year Datasets Models Performance 
Khurram et al. (2021) 
[17], “ Dense-
CaptionNet: a 
Sentence Generation 
Architecture for Fine-
grained Description 
of Image Semantics” 

MSCOCO and  
IAPR TC-12 used for 
detailed description 

CNN-RNN based B1: 0.128, B2: 0.064, B3: 0.031, B4: 
0.016, R-L: 0.216, M: 0.070 
Remarks: Complex scene detailed 
description,  
Limitation: 
• Overfitting 
•  Not capturing inter-object relationship 
• Degraded accuracy when the image is 
rotated. 
• Domain specific description not 
generated. 
 

Yao et al.  
[2021] [2] “Deep 
neural network 
compression through 
interpretability-based 
filter pruning” 

CIFAR-10, ImageNet Compressed DNN 
based on VGG-16, 
ResNet50, 

Remarks:  
• Under CIFAR With 60% compression 
rate of the VGG-16 accuracy=.8429 
(accuracy dropped only .0322) and storage 
space can be compressed to 9.42 Mb. 
• On ResNet50 with ImageNet better 
than other pruning methods 
• Used single layer filter pruning method  
 

Zhang et al.   [2020] 
[14], “ Image 
Captioning via 
semantic element 
embedding” 

MSCOCO, Flickr 
8K, Flickr 30K 

CNN-LSTM, 
ELSTM 

B1:75.7, B2: 59.4, B3: 45.3, B4: 34.6, M: 
26.8, C: 109.6, R: 56.0 
Remarks:  
• Integrate the local and global objects.  
• Generate semantic features based on 
local and global description. 
 

Liu et al.        (2020) 
[3],   “ Image caption 
generation with duel 
attention 
mechanism” 

AIC-ICC (Chinese’s 
caption benchmark 
dataset) 

CNN-LSTM B1:0.572, B2:0356, B3: 0.293, B4: 0.229, 
M: 0.297, R: 0.431, C: 0.613 
Remarks:  
• Duel (visual and textual) attention 
image caption generation model 
Advantage: More integrity of text image 
and labels fully generated 
 

Zhang et al.   (2019) 
[46] 

Sydney and RSICD CNN-LSTM based B1: 0.8143, B2: 0.7351, B3: 0.6586, B4: 
0.5806, M: 0.4111, 
R: 0.7195, C: 2.3021. 
Advantages: Provide robust performance 
in semantic description of image.  
Limitation: Tested on high resolution of 
image 

Jin et al.         (2019) 
[51] 

Core15k, ESP Game 
IAPR TC-12 

VAM-CRF (based 
on SVM) 

Core15k: F1: 0.497, N+: 199 
ESP Game: F1: 0.418, N+: 259 
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IAPR TC-12: F1: 0.451, N+: 281 
Advantages: Non-salient region drawback 
improved 

Huang et al.   (2019) 
[47] 

Getty Image, Twitter 
Flickr-w, Flickr-m 

DMAF based 
LSTM 

Getty: P: 0.882, Recall: 0.851, F1:0.866, 
Accuracy: 0.869 
Twitter: 0.778, 0.760, 0.769, 0.763 
Flickr-w: 0.855, 0.845, 0.850, 0.859 
Flickr-m: 0.882, 0.870, 0.876, 0.880 
Advantage: Visual and Semantic 
information prediction 
Drawback: Complex 

Xiao et al.       (2019) 
[49] 

*MSCOCO, 
Flickr30k 

End to end Deep 
CNN With ML-
WGAN model 

B1:0.753, B2: 0.596, B3: 0.457, B4: 0.347, 
M: 0.262, R: 0.556, C: 0.106 
Advantage: Multi-label data augmented 
Drawback: Can’t be used for small scale 
database. 

Li, J., Yao      (2019) 
[52] 

MSCOCO CNN-LSTM B1:0.81, B2: 0.659, B3: 0.515, B4: 0.395, 
M: 0.293, C: 0.1309, R: 0.589 
Latter achieved double attention under 
the influence of the visual information 

Herdade S.     (2019) 
[50] 

MSCOCO Object Relation 
Transformer 
(Geometric 
features +Global 
Features) 

B1:80.5, B4: 38.6, C: 128.3, S: 22.6, M: 
28.7, R: 58.4 
improved interpretability of the model 

Mulyanto et al. 
(2019) [40] 

FEEH-ID for Flickr CNN-LSTM B1: 0.473, B2:0.339, B3: 0.231, B4 :0.153 
Advantage: Multiple language image 
description achieved 

Kinghorn et al. 
(2019) [27] 

Flickr 8K, Flickr 30K 
MSCOCO  

Supervised and 
unsupervised deep 
learning methods 
survey 

B1:0.094, B2: 0.046, B3: 0.034, B4: 0.013, 
M: 0.059, R: 0.205,        SPICE: 0.06 
Advantage: Survey 

SR et al.         (2019) 
[15] 

Flickr 8K Dense CNN model 
with BiLSTM 

B1: 0.699, B2:0.563, B3:0.4645, 
B4:0.4295 
 grammatical correctness of the 
description 
 

Khang et al.    (2019) 
[36] 

Flickr8K LSTM B1 :0.50827, B2: 0.272958 B3: 0.155084, 
B4: 0.084381, 
M: 0.21444, C:0.24516, R: 0.43794 
Advantage: Description generation 
errorless 

Baig, M.M.A. et al. 
(2019) [33] 

Flickr30K VGGNet, 
GoogleNet, 
ResNet, LSTM 

B1: 63, B2: 42.1, B3 :24.2, B4:14.6, M: 
42.3 C: 25, 
improve accuracy 

Yu, N. et al.    (2019) 
[13] 

*MSCOCO, 
**Flickr30K 

GoogleNet, LSTM *B1: 74.0, B2: 56.7, B3: 43.3, B4: 31.3, 
M:25.5, C: 98.3 
** B1: 64.6, B2: 43.8, B3 :31.9, B4:22.4, 
M: 19.2, C: 39.6 

He, X. et al.    (2019) 
[23] 

Flickr30K VGGNet, LSTM B1:63.8, B2: 44.6, B3: 30.7, B4: 21.1 
 

Wu, Q. et al.  (2018) 
[18] 

*MSCOCO, 
**Flickr30K 

VGGNet, LSTM *B1: 74, B2: 56, B3: 42, B4: 31, M:26 
** B1: 73, B2: 55, B3 :40, B4:28, 
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Anderson, P et al. 
(2018) [37] 

*MSCOCO, IAPR 
TC 

R-CNN B1: 0.767, B2: 0.601, B3: 0.449, B4: 
0.294, M: 0.254, R: 0.539  

Chang, Y.S.   (2018) 
[18] 

*MSCOCO, 
**Flickr30K 

VGGNet, LSTM *B1: 72.5, B2: 51, B3: 36.2, B4: 25.9, 
M:24.5 
** B1: 68.4, B2: 45.5, B3 :31.3, B4:21.4 M: 
19.9 

Cornia, M. et al. 
(2018) [55] 

*MSCOCO, 
**Flickr30K 

ResNet, LSTM *B1: 70.8, B2: 53.6, B3: 39.1, B4: 28.4, 
M:24.8, C: 89.8 
** B1: 61.5, B2: 43.8, B3 :30.5, B4:21.3, 
M: 20, C: 46.4 

Zhu, X. et al. (2018) 
[10] 

MSCOCO VGGNet, ResNet, 
LSTM 

B1: 74.2, B2: 57.7, B3: 43.8, B4: 33, C: 
105.8 
 

Ge et al.          (2018) 
[53] 

MSCOCO CNN Pre:0.38, Rec:0.39, F1:0.392, F1:0.168 
 
 

Maihami et al. (2018) 
[54] 

Core15k ,IAPR 
TC12 and MIR 
Flickr datasets 

GENMF based 
KNN 
approach 

Pre:0.23, Recall:0.27, F-score:0.25 
Advantage: Improved Accuracy 

Kinghorn et al. 
(2018) [6] 

ImageNet, PubFig 
MSCOCO 

Hierarchical deep 
Learning 
scheme(R-CNN 
and RNN) 

 
B1:0.231, B2: 0.099, B3: 0.046, B4: 0.024, 
M: 0.067, R: 0.183 

Wang, C.,      (2018) 
[11] 
 

Flickr8K Flickr30K 
MSCOCO 

CNN-LSTM B: 0.67 M: 19.5 C: 66.0 
Remarks: highly competitive performance 
without integrating additional mechanism 
Data augmentation techniques are used. 
 

Shi and Zou   (2017) 
[56] 

Google Earth, 
GaoFen-2 

Fully convolutional 
networks 

Precision: 95.3% Recall: 94.1% 
high-resolution optical images  

Tariq and Foroosh 
(2017) [57] 

TIME Magazine Context Driven 
Framework 

METEOR: 0.053 TER: 1.75 
Advantage: importance of weighted 
auxiliary information 
Disadvantage: only annotations no 
captions 

Yuan, A et al. 
(2017)][41] 

*MSCOCO, 
**Flickr30K 

VGGNet, LSTM *B1: 70.1, B2: 50.2, B3: 35.8, B4: 25.5, 
M:24.1 
** B1: 67.9,  B2: 44, B3 :29.2, B4:20.9, M: 
19.7 

Lintas, A. et al. 
(2017) [28] 

MSCOCO CNN-LSTM B4: 31.1, C: 93.2 

Venugopalan et al. 
(2017) [42] 
 

MSCOCO CNN-RNN BLEU: 0.2132 ,F1:48.79 

Fu, K. et al.   (2017) 
[20] 

*MSCOCO, 
**Flickr30K 

ResNet, LSTM *B1: 72.4, B2: 55.5, B3: 41.8, B4: 31.3, C: 
95.5, M:24.8 
** B1: 64.9, B2: 46.2, B3 :32.4, B4: 22.4, 
C: 47.2, M: 19.4 

Vinyals, O et al. 
(2017) [34] 

*MSCOCO, 
**Flickr30K 

GoogleNet, LSTM *B4: 32.1, C: 99.8 
** B1: 66,  

Dai, B. et al.   (2017) 
[58] 

MSCOCO VGGNet, 
ResNet,  
DenseNet, LSTM, 
RNN 

B1: 91, B2: 83.1, B3: 72.8, B4: 61.7, C: 
102.9, M:35 
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Kun Fu et al. (2017) 
[20] 

MSCOCO CNN-LSTM B1: 72.4, B2: 55.5, B3: 41.8, B4: 31.3, C: 
95.5, M:24.8 
 

Ordonez et al. (2016) 
[43] 

Object Detection, 
Image Parsing, 
Caption Parsing 
Scene classification 

Global image 
descriptor 

B: 0.1260, 
R: 0.2470 
Advantage:  Large scale category image 
description 
 

Karpathy A et al. 
(2015) [35] 

*MSCOCO, 
IAPRTC-12 

CNN-LSTM B1:0.730, B2: 0.530, B3: 0.393, B4: 0.347, 
M: 0.241, R: 0.520 
 

B1: BLEU1, B2: BLEU2, B3: BLEU3, B4: BLEU4, M: METEOR, R: ROUGE, C: CIDEr  
4. IMAGE CAPTIONING DATASETS  
There are lots of data sets available for image captioning which are presents in the literature but MS COCO 
and Flicker data sets are very popular data sets. MS COCO is best suited data set as it also contains the set of 
non-iconic images. Our literature survey shows that 55% authors prefer MS COCO, 42% Flicker and 3% uses 
other data sets (figure 10). 
• MS COCO: it one of the largest datasets with 330K images used for image captioning. Here in this dataset, 
there are five captions are associated with each image. It has eighty (80) objects and ninety-one (91) stuffs 
classes. It is blessed with millions of objects class and more than two lac people with main features [10] [11][33] 
[34][35]. 
• Flickr8k/30k:  It is a dataset extended from Flickr 8k. It consists of 30,000 images that are paired with five 
different captions. The images in the dataset contains human involved in everyday activities and events 
[36][37].  
 

 
Figure 10: Percentage of datasets used for image captioning in studies. 
5. IMAGE CAPTIONING EVALUATION METRICS 
In image captioning final result or captions are evaluated by using different evaluation metrics like BLEU, 
ROUGH-L, CIDEr, METEOR, and SPICE. As shown in figure 11. it is shows that BLEU is most popular and 
SPICE is least one in the literature. Further in the initial stage precision, recall and F-score also used to evaluate 
the same.  
a) Precision: the proportion of positive cases that were correctly identified. 
b) Recall: the proportion of actual positive cases that are correctly identified 
c) F-score: F1 Score is the harmonic mean for precision and recall values. The formula for F1 score goes this 
way- 
     𝑭𝟏=𝟐∗(𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏∗𝑹𝒆𝒄𝒂𝒍𝒍) / (𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏+𝑹𝒆𝒄𝒂𝒍𝒍)     (1) 
d) BLEU: BLUE stands for Bilingual Evaluation Understudy which is used to measure quality of generated 
caption. It is a metric for evaluating a generated sentence to a reference sentence. The perfect match is 1.0 and 
a perfect mismatch is 0.0. It works only for short captions but not long paragraphs.[15][27][33][38][39] [40] . 
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e) METEOR: METEOR stands for metric for evaluation and translation with explicit ordering. BLEU 
consider of whole text produced intense the rank of every and separated sentence produced the METEOR. It 
improves precision and recall value[38]. 

        𝐅𝐦𝐞𝐚𝐧 =
𝟏𝟎𝐏𝐑

𝐑+𝟗𝐏
                                           (2) 

 

 
Figure 11:  Evaluation Metrics used in literature 
6. Challenges In Image Captioning 
Image captioning faces the following challenges:  
• To generate complete natural language sentences like a human being; 
• To make the generated sentence grammatically correct; 
• To make the caption semantics as clear as possible and consistent with the given image content. 
• To enhance the adaptability of the network to work according to different situations and concerns.   
• Sentiment-based annotations is a major challenge as not many datasets are available for analyse the 
sentiments. 
7. Latest Trends In Image Captioning 
The latest trends in automatic image captioning reflect a shift toward more intelligent, flexible, and human-
like systems, powered primarily by advances in deep learning and multimodal AI. Vision-language transformers 
such as BLIP, OFA, and GIT have outperformed traditional CNN-RNN models by leveraging cross-modal 
attention and large-scale pretraining. Additionally, multimodal foundation models like GPT-4V and Gemini 
now perform captioning, visual question answering, and reasoning in a single architecture without task-specific 
tuning. Prompt-based and zero-shot models such as BLIP-2 and CLIP allow captioning of unseen images with 
natural language instructions, enhancing adaptability. There is also a growing focus on emotion-aware and 
personalized captioning that incorporates user context, along with multilingual generation for global 
accessibility. In parallel, video captioning is gaining momentum by modeling temporal relationships across 
frames, while explainable and controllable captioning ensures transparency and user-guided outputs. To 
support deployment in edge devices, lightweight models using pruning and quantization are being developed 
for real-time performance. Furthermore, self-supervised learning and synthetic data are being used to reduce 
annotation costs and improve generalization, making modern image captioning more scalable and robust than 
ever before. 
7.1 Vision-Language Transformers   
Recent advancements in image captioning have been largely driven by transformer-based architectures that 
jointly process visual and textual modalities. Unlike traditional CNN-RNN frameworks, models like BLIP, 
OFA, and GIT employ cross-modal attention to extract global semantic relationships, resulting in more 
coherent and contextually accurate captions. These models have become state-of-the-art due to their scalability 
and ability to pretrain on large datasets, outperforming older architectures in most benchmark datasets. 
7.2 Multimodal Foundation Models 
Multimodal foundation models such as GPT-4V, Gemini, and Claude Vision integrate vision and language 
understanding into a single, powerful framework. These models are capable of performing various tasks—
including captioning, VQA, and image reasoning—without needing fine-tuning. Their versatility allows them 
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to generate human-like captions for unseen images by leveraging a unified knowledge base trained across 
multiple modalities. 
7.3 Prompt-Based and Zero-Shot Captioning 
A growing trend is the use of prompt-based models that can perform captioning without task-specific training. 
Models like BLIP-2 and CLIP can interpret images and respond to textual prompts in a zero-shot manner, 
making them highly adaptable. This flexibility allows these models to generate captions for unseen categories 
or datasets, significantly reducing the need for large-scale labeled training data. 
7.4 Personalized and Context-Aware Captioning 
Newer image captioning models are being designed to include personalization and context-awareness. For 
instance, captions can be adapted based on user preferences, location, or the application domain. This is 
especially important in assistive technologies, where personalized captioning enhances usability for visually 
impaired users or tailored social media content generation. 
7.5 Emotion and Sentiment-Aware Captioning 
Traditional captioning models focus on object and action recognition, but emerging models are now 
integrating emotional intelligence. By recognizing facial expressions, body language, or contextual clues, 
models can generate emotionally resonant captions such as “a joyful child playing in the park” which enhance 
the richness and relatability of descriptions. 
7.6 Multilingual Caption Generation 
The ability to generate captions in multiple languages is becoming essential in global applications. Modern 
architectures incorporate multilingual transformers like mBART and XLM-R to generate captions in English, 
Hindi, French, and more. This trend facilitates accessibility and usability across diverse linguistic audiences 
without needing separate models for each language. 
7.7 Video and Temporal Captioning 
While static image captioning remains important, the shift toward video captioning has introduced new 
challenges and opportunities. Temporal attention mechanisms now allow models to track object movements 
and changes across frames, enabling dynamic storytelling in real-time. This is critical for applications in 
surveillance, autonomous driving, and media content generation. 
7.8 Explainable and Controllable Captioning 
With growing concerns about AI transparency, there is a demand for captioning models that offer 
interpretability. Explainable AI (XAI) techniques are being applied to visualize which image regions influenced 
specific words in a caption. Additionally, controllable captioning allows users to guide the model's focus—
whether stylistically (e.g., formal, humorous) or thematically (e.g., focus on people vs. objects). 
7.9 Real-Time Edge Deployment 
To support deployment in mobile devices, AR/VR systems, and IoT devices, researchers are optimizing 
captioning models using model compression techniques like pruning, quantization, and knowledge 
distillation. This trend is enabling real-time image captioning with minimal latency, crucial for applications 
like smart glasses and wearable AI assistants. 
7.10 Synthetic Data and Self-Supervised Learning 
To overcome the limitations of manually annotated datasets, synthetic data generation and self-supervised 
learning have gained popularity. Techniques such as masked image modeling and contrastive learning allow 
models to learn effective representations without explicit supervision. This not only reduces the reliance on 
expensive human-labeled data but also boosts model performance on rare or unseen scenarios. 
 
8. CONCLUSION 
Latest advancements in technology allow computer systems to generate captions of social media images. Often, 
these descriptions are very useful for visually impaired people which make them able to use the digital platform. 
Image captioning also helpful in describing the scene by converting the view into text which may further useful 
for automatic vehicle and disabled people. It also might help Google Image search. There are many models 
that have already been presented to generate meaningful captions for images. These models are quite good, 
but have some constraints. Image captioning still have a long way to go in improving the accuracy of captioning 
the events in images. We reviewed some of the recent deep learning-based works, and it is hard to compare 
different works due to the different combination of structures, using different parameters and implying various 
datasets. We also noticed that there is a lot of room for improvement in accuracy. 
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