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Abstract 
Analyzing the weather particularly heat waves in a urban city like Chennai has become essential since the temperature 
is high leading to high heat index particularly in hot summer April – June. Forecasting the weather parameters such 
as temperature and heat index will aid the humans to take necessary precautions for themselves, their pets etc. This 
necessitates a ease model that would predict next day or next week parameters. The proposed model is developed for 
short term prediction of temperature and heat index based on machine learning techniques. The proposed model is 
trained using historical weather data from January 2017 till May 2025 and immediate next day metrics are predicted 
using Random Forest regression. Since the dataset contains time information like year, days and months Long Short-
Term Memory technique best fits the training and upon implementation the metrics for one week is predicted. The 
model is evaluated using error metrics Mean Absolute Error (MAE) and Root Mean Square Error (RMSE). The 
training efficiency is validated using regression R2. An average of 0.85 is the R2 for Random Forest and 0.87 for 
LSTM. Similarly, the RSME value is less for LSTM. Hence LSTM network outperforms than Random Forest leading 
to prediction of increased number of days. 
Keywords: Weather Forecasting, Short-term Forecast, Machine Learning, Artificial Intelligence, Urban Chennai, 
Temperature, Heat Index, Humidity, Windspeed. 
 
1. INTRODUCTION 
Forecasting of weather conditions is typically uncertain and is crucial to predict. Prediction of weather 
conditions are of much importance in aiding people of various fields and public to be given an alert. 
Warnings in case of heavy storms, cyclones and high heat index could be cautioned. There are totally 25 
weather monitoring stations across India located in various states of the country which works in S, C and 
X band [1]. In recent days climate changes are prone to uncertainty due to global warming and 
urbanization effects [2]. These climatic variations are essentially to be monitored continuously and alert 
has to be given in time. Traditionally weather prediction is being done based on numerical weather 
prediction techniques which involves atmospheric simulations. Recent advances in Machine learning 
techniques play a vital role in the development of prediction model based on the historical information 
of weather parameters [3,10-11]. Though many researchers work in Artificial intelligence model to 
forecast the weather conditions, the model requires more accuracy.  In urban regions like Chennai where 
there exists a hot climate in summer and mid-summer. Hence analysis of heat index in such a hot region 
becomes essential. Heat index has greater impact on human health as it completely depends on 
temperature and humidity of that particular region [3]. Heat index in Vietnam has been taken for study 
and it is identified that in the months of June, July, and August the heat index in Vietnam exceeds 41 
οC. It is predicted that there is a likely increase in heat index in the forthcoming years. Same scenario 
arises in various parts of India especially in urban Chennai.  
Weather could be monitored continuously using various monitoring techniques. Short term prediction 
of weather is achievable by development of exclusive device based on image processing techniques [4]. 
The images of the various locations are captured and trained for identifying the weather conditions such 
as possible occurrence of rainfall and status of temperature low or high. This AI based monitoring system 
is a complete device that predicts temperature and rainfall. The network used for training Combinational 
Neural Network. Recent researchers are focusing on IoT based weather monitoring and prediction system 
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for applications such as agriculture, surveillance and other meteorological parameters [5-8]. Weather 
prediction is also done based on the historical data available for decades. One such methodology adopted 
for prediction is Gencast Machine learning algorithm [9]. This probabilistic Gencast approach is able to 
forecast weather for next 15 days with a greater accuracy. 
The weather prediction models can be developed using three various methodologies such as statistical 
method, AI based model, Hybrid or Ensemble model.  The AI based models makes use of Regression, 
classification and Numerical Weather Prediction model.  These models make use of LSTM, ANN, RF, 
RNN, SVM and clustering algorithms for training the network. The collected data is initially pre-
processed for making the data suitable for training.  Interpolation and normalization techniques are 
frequently adopted for enhancing and uniform distribution of inputs. In such models, biases are reduced 
to precisely forecast parameters such as rainfall, windspeed etc.  Accuracy is increased in these proposed 
models thereby decreasing R2 and RMSE [12-17,21].  
LSTM techniques are popularly used for weather prediction model as the model has memory within the 
model. This model is incorporated with two hidden units with long- and short-term memory [18]. From 
the studies it is evident that there is necessity of extensive geoscience data to develop a data driven 
machine learning model for weather forecasting. Forecasting of weather 15 days ahead is possible through 
these approaches. The predicted value is also more accurate and closer to the reality [19]. Studies also 
confirm that Naive Bayes Bernoulli algorithm outperforms in prediction of temperature, windspeed etc. 
as the approach is probabilistic. In few research, the network is trained with lesser number of raw data 
[20]. The research is also carried out with the datasets collected from Kaggle where rule-based algorithm, 
Convolution neural network and logistic regression is implemented and tested for accuracy of prediction 
[22]. The overall accuracy of 87.35% is achieved using Logistic regression getting a promising prediction. 
The algorithm with time series reduces the error in prediction. Time series RNN outperforms than ANN 
and SVM [23]. Studies is also extended to logistic regression model to make statistical studies and status 
of prediction for weather data [24].  
Prediction of weather for various countries has been carried out by the researcher. The research carried 
out for Bangladesh weather data has implemented the prediction model using novel ensemble-based 
regression. The metrics estimated for validation are Root Mean Square Error, Mean Absolute Error and 
F1 score. The rainfall forecasting ensemble classifier outperforms with 83.4 % accuracy [25].  Researchers 
carry over many research for weather prediction particularly using rainfall data along with temperature, 
humidity, windspeed using Artificial Intelligence techniques. These techniques make use of both 
classification and regression models based on their requirement of prediction. The models developed lack 
in use of more raw data. Few researchers worked with raw data. Also concluding remark of amount of 
rainfall or occurrence of rainfall is not discussed elaborately. The training accuracy of the model is 
estimated and the performance of the developed model in term of accuracy is discussed. Hence the 
proposed study analyses the historical patterns of climate and its impact with the information available 
in the dataset. The scope of the work is to develop a machine learning based model for short term 
predication of weather parameters temperature and heat index. 
 
2. METHODS AND MATERIALS 
2.1 Data Exploration 
The information collected has years, months, days, temperature (°F), Humidity (%), Dew Point (°F) and 
windspeed (mph) as the parameters taken for study. Totally 3072 data have been collected which contains 
raw data acquired from Chennai International Airport Monitoring station [26] from the year 2017 – 
2025 for all months and days of the academic year. For the year 2025 information till 31st May have been 
considered.  
2.2 Trend Analysis Parameters that impact Weather 
The trends of various parameters are analyzed for the available dataset. Form the temperature data it is 
evident that the climatic cycle does not fluctuate over years, it remains stable as predicted. The 
temperature rises to its peak during May and June of every year whereas in the months of December and 
January it remains low. The maximum temperature achieved in the year 2019 ranging between an average 
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value of 90 ο F – 93 ο F.  It is observed that there are possibilities of temperature to increase during peak 
summer. The average monthly temperature from the year 2017 – 2025 is given in Figure 1.   
The monthly observations of humidity ranges from 58 % to 89 % for the year 2017 – 2025. The humidity 
level is relatively stable from the year 2012 whereas during the year 2017 – 2020 it is slightly higher. From 
the monthly average chart, it is evident that there is no long term sustained variations in the trends of 
increasing or decreasing level of humidity. The average monthly trend chart of humidity from the year 

2017-2025 is given in Figure 2. 
Figure 1 Average Monthly Temperature from the year 2017 – 2025 from Chennai International 
Airport Monitoring Station  

. 
Figure 2 Average Monthly Humidity from the year 2017 – 2025 from Chennai International Airport 
Monitoring Station. 
It is observed from Figure 1 and 2 that the temperature and humidity is in increasing ranges and is 
sustainable for longer period of months in a year. Hence an analysis of heat index is taken in to account. 
The heat index is estimated from the temperature and humidity and is given in equation 1. 
HI = K1 + K2 T + K3 H +  K4 TH +  K5 T

2 +  K6 H
2 +  K7 T

2 H + K8 TH2 +  K9 H
2T2           (1) 

Where HI – Heat Index, T – Temperature in ο F, H – Relative Humidity in % 
The coefficients are  
K1  = - 42.379, K2 = 2.0490, K3  = 10.1433, K4 = -0.2247, K5 = -6.8378 X 10-3, K6  = -5.4817 X 10-2 
K7 = 1.2287 X10-3, K8  = 8.5282 X10-4, K9 = -1.00X10-6 
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The equation 1 is based on temperature effect, humidity effect and its non-linear effects on extreme 
conditions.   
The trend chart for estimated monthly average heat index is given in Figure 3. 

Figure 3 Average Monthly Estimated Heat Index based on Temperature (ο F) and Humidity (%) from 
the year 2017 – 2025. 
The average monthly heat index is high in the hot summers May - June and in the months of December 
- January is relatively low indicating the cool comfort. In hot summer the heat index reaches consistently 
105°F. But in the year 2019 and 2024 the heat index has reached a peak there by reaching 110°F. Monthly 
average heat index heat map is given in Figure 4. From the heat index map it is evident that in urban 
Chennai the months April – September heat exists leading to discomfort for humans. In the year 2019 
and 2022 the heat started in the month of March itself. Hence it is observed that an average of 4 months 
alone in urban Chennai there is comfort for human since the heat index is considerably reduced, 
remaining 8 months there is a discomfort to human leading to most discomfort for 3 months in the 
month of April, May and June every year. Hence it is inferred that there is consistent trend in temperature 
and humidity of urban Chennai.  
The proposed work aims to develop a machine learning prediction model that contributes short – term 
prediction of temperature and heat index over next 7 days. This prediction would help humans to know 
about the heat level. This awareness on heat level can make the humans to take necessary precautions for 
themselves and their pets. It can also help the volunteers and staffs working in service to safeguard wild 
animals. 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 4 Monthly Average Heat Index Map from the year 2017 – 2025. 



International Journal of Environmental Sciences 
ISSN: 2229-7359 
Vol. 11 No. 5, 2025 
https://theaspd.com/index.php 

 

2174 
 

2.3 Proposed Study  
The proposed model aims to develop artificial intelligence based short term prediction model to predict 
the temperature and humidity 3 in advance. The developed model uses 80: 20 ratios for training and 
testing the data. Table 1 depicts the algorithm of the proposed study and Figure 5 shows the flow chart 
of the study. 
Table 1 Algorithm – Proposed Model 
Algorithm 
Algorithm – Proposed Model 
BEGIN 
   # Step 1: Data Exploration 
    Collect_Raw Data() # Raw data collected is directly used no preprocessing is done 
      
    # Step 2: Load the Dataset 
    Short – Term WPM = Load_Dataset()   
 
    # Step 3: Training Features 
    Temperature,  Humidity, Windspeed and Heat Index 
 
    # Step 4: Network Training 
    Model = Initialize_Model() 
    Training_Successful = False 
 
 
    WHILE NOT Training_Successful: 
                       Train_Model(Temperature,  Humidity, Windspeed and Heat Index) 
                       Parameter_Tuning(Model) 
                      Training_Successful = Check_Training_Success(Model) 
 
    # Step 5: Testing and Performance Evaluation 
    IF Training_Successful: 
        Test_Model(Model) 
        Performance = Estimate_Performance(Model) 
 
    # Step 6: End Process 
    STOP 
 
END 
 

 
 
2.4 Short – Term Weather Prediction Model (Short – Term WPM) 
The proposed Short – Term WPM is implemented using Randon Forest Regression algorithm and LSTM 
technique.  
2.4.1 Random Forest Regression 
Random forest is a supervisory learning algorithm that combines multiple decision trees to obtain the 
final regression output. Each decision tree is formed with the random selection of subset from the entire 
parameters in the data set. Every decision tree has multiple nodes, and training is done for the randomly 
chosen data subset as given in equation 2. 
 Itrain =  {(Xj , Yj)}j1

P                                                                                            (2) 
Where  
Xj - the training parameters 
Yj  - Targets for every value of j varying from 1 to P samples. 
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Every decision tree provides prediction based on the data subset considered for training. The predictions 
of all independent trees are averaged to get the final prediction as given in equation (8).  
The final prediction is given by the equation (3). 

Ypred =  
1

Ttot
 ∑ Ti

M
i=1  (x)                                                                                                 (3) 

Ttot - total number of trees in the network 
  Ypred - Final predicted output  
Ti(x)  - Prediction of ith decision tree. 
2.4.2 Long Short-Term Memory 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 6 Architecture of LSTM network  
Long Short Term Memory (LSTM) network is a type of Recurrent Neural Network (RNN) that cannot 
have long term dependencies. LSTM network functions in three phases. In the first phase, decision is 
taken on the previous state information for computing the output of current state. This decision is 
performed in forget gate. In second phase, learning or updating the information takes place in memory 
cell. In the last phase, the updated information from the current state is passed to the next state. All the 
phases together constitute a single time step as shown in figure 6. This process will be repeated for every 
time step to get the final output. 
LSTM network contains memory cells which retain information over long periods of time and has three 
gates namely the input gate, forget gate, and output gate. The input gate (it) decides on the new 
information that has to be stored in the cell state as per equation (4). The memory cell state is updated 
and output gate (Ot) decides the information that has to influence the output as given in equation (5). 
The forget gate (ft) decides on the information that has to be discarded from the cell state as expressed in 
equation (6). This input gate involves two parts such as sigmoid layer and tanh layer. A sigmoid layer 
decides on which values are to be updated and a tanh layer generates a vector to sum up to the state.  
 
it =  σ(Wiht−1 + UiXt + bi)         (4)   
                                                                              Where 
Wi,Ui and bi are the parameters to be learned which connects each state, input to the state and bias 
respectively with respect to the input gate   

Ot =  σ(Woht−1 + UoXt + bo)     (5)  Where Wo, 
Uo and bo are the parameters to be learned which connects each state, input to the state and bias 
respectively with respect to the output gate  

ft =  σ(Wfht−1 + UfXt + bf)     (6)   
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Where Wf, Uf and bf are the parameters to be learned which connects each state, input to the state 
and bias respectively with respect to the forget gate 

There are three states in the LSTM architecture such as temporary state, previous state and current 
state.   

St̃ is a temporary state which is computed based on equation (7),  
S̃t = Wht−1 + UXt + b       (8) 
Where W, U and b are the learning parameters 
St is the current state that is computed based on equation (9), 
St = ft ∙ St−1 + it ∙ S̃t        (9) 
Output of the current block ht is computed based on equation (10), 
ht = Ot ∙ tanh(St )        (10) 

2.5  Hyper – Parameter Tuning 
The hyper parameters are tuned for optimization in LSTM. The number of LSTM units considered for 
training is 16,31,64,128 in which 64 units gives better prediction than the other values. The number of 
layers is trialled with 1, 2 and 3 layers in which 2 layers gives better results. After several trials the learning 
rate is fixed as 0.01with ADAM optimizer. The loss function considered is MSE and the training is 
completed efficiently with 50 epochs. When tried for more than 50 epochs overfitting occurs. The hyper 
- parameter tuning is done by manual search method. In Random Forest regression model the number of 
estimators are fixed with 50, 100 and 150 where 100 estimators performs better and number of leaf node 
is 5. 
 
3. RESULTS AND DISCUSSION 
The proposed model is predicted for next day temperature and humidity using Random Forest Regression 
technique.  Also to validate the prediction the error metrics such as Mean Absolute Error (MAE) and 
Root Mean Square Error (RMSE) is estimated. With the training data from 1st January 2017 till 31st May 
2025, the weather for next six days is predicted and Tabulated in Table 3. 
Table 3 Predicted and Estimated Errors for Next Day June 1st 2025 

Error Estimate Temperature (°F) Humidity (%) Heat Index (°F) 
Predicted  88.68 77.99 102.89 
RMSE 3.54 1.57 3.35 
MAE 3.14 1.18 2.37 
R2 0.87 0.817 0.853 

 
From the table it is evident that the temperature and humidity predicted are 88.68 and 77.99. To further 
validate the results linear regression is applied on the available data set and for both temperature and heat 
index, plot is plotted between actual Vs predicted values and is given in Figure 7. From the figure it is 
inferred that the data points fall on the regression line without much deviation. The data points are not 
scattered beyond there is only minimum scattering of data points. This indicates the prediction accuracy 
for both the parameters of the proposed model is high and confirming no significant outliers, thereby it 
ensures the validity of proposed model.  The proposed model is also validated by predicting the 2025 
calendar year data for the month of January to May and is given in Figure 8 (a-e). 
The comfort level of humans based on these weather conditions are categorized in to various levels of 
comfort.  If the estimated heat index exceeds 129 °F it is considered as Danger state whereas temperature 
less than 80.6 °F is comfortable for humans and various ranges of comfort state is listed in Table 4. Hence 
for the predicted heat index listed in Table 3 the comfort level is Extreme Caution. 
Table 4 Heat Index Vs Comfort Level 

Temperature (°F) Comfort Level 
Less than 80.6 Comfortable 
80.6 to 89.6 Caution 
89.6 to 105 Extreme Caution 
105 to 129 Danger 
Greater than 129 Extreme Danger 
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Figure 7 Regression plot between actual and predicted temperature and Heat index. 
 

(a) 
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(d) 
 

 
 
 
 
 
 
 
 
 
 
 
(e) 
Figure 8 (a- e) Actual Vs Predicted data points for Temperature and Heat Index for Jan 2025 to May 
2025. 
 
On training the network with LSTM technique, with 200 epochs the network is trained on 75 epochs 
and it is able to estimate for next 7 days. The estimated temperature and heat index is given in Figure 9. 

 
Figure 9 Estimated Heat Index and Temperature using LSTM Network 
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he error metrics for the developed LSTM network is given in Table 5. 
Table 5 Error Metrics for LSTM Network 
 

Evaluation Metrics Temperature Heat Index 
LSTM Random Forest LSTM Random Forest 

RMSE 1.61 3.54 3.26 3.35 
R2 0.851 0.87 0.882 0.852 

 
Form Table 5 it is evident that both LSTM and Random Forest equally contributes in prediction. But 
when used Random Forest technique the prediction for next 1 day is appropriate where the error 
increases on further future days predictions. Whereas the prediction using LSTM network outperforms 
by predicting successfully for next 7 days. Since LSTM network has Long Short-Term Memory it is best 
suited for time series data. 
 
4. CONCLUSION 
Temperature, wind speed, humidity are the major parameters that aids in identifying the weather 
conditions of a region. These parameters for a period of eight years are collected and since the information 
collected is from urban area Chennai, normally it is known that it will be hot in summer season. Hence 
the heat index is estimated for all the collected information. Using machine learning technique Random 
Forest and LSTM technique. In Random Forest temperature, humidity and heat index is predicted for 
next day. The data set contains data till 31st May 2025 and the parameters are predicted for 1st June 2025. 
The predicted values of temperature, humidity and heat index are 88.68, 77.99 and 102.89 respectively. 
The actual value of temperature and humidity on the same day is 92.57 and 78.12 respectively. Hence 
form the forecast it is identified it is able to predict the values closer. LSTM network forecast the 
temperature for next 7 days with 89.56, 89.74, 90.26, 90.26, 90.29, 90.32 and 90.38 respectively. The 
actual temperatures on those 7 days are 91.1, 91.3, 90.8, 90.5, 91.1, 91.0 and 93.0 respectively there by 
predicting more accurately than Random Forest. The RMSE of LSTM network is 1.61 for prediction of 
temperature.   The results are further validated by predicting every next day values of 2025 for the months 
of January – May. The predicted results show not much deviation. Also, the data points through the 
regression analysis of actual and predicted data is not scattered, rather the data points approximately lie 
in the same linear line representing the accuracy of training.  
5. Limitations and Future Work 
The developed model aids in predicting only the next day and next 7 days weather conditions based on 
the past information. This prediction could be enhanced for next weeks with highly accurate prediction. 
Features such as rainfall, wind speed and heat index could be added to bring a more precise model. 
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