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Abstract: 
t-SNE (t-distributed Stochastic Neighbor Embedding) is an unsupervised, non-linear dimensionality reduction technique 
primarily used for visualizing and exploring high-dimensional data. Unlike PCA (Principal Component Analysis), which 
is a linear technique that focuses on preserving global structure and maximizing variance, t-SNE is designed to preserve 
local structure — that is, the small pairwise distances or similarities between nearby points in the high-dimensional 
space.While PCA provides a clear picture of variance and structure in the data, t-SNE gives you a feel or intuition for 
how data points relate locally. It has become a widely used tool in machine learning and bioinformatics for exploring 
hidden patterns, such as clusters of similar samples in high-dimensional biological data (e.g., gene expression or microbial 
morphology). 
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INTRODUCTION 
t-distributed Stochastic Neighbor Embedding (t-SNE) is a powerful machine learning algorithm widely used 
for visualizing high-dimensional data. Introduced by Laurens van der Maaten and Geoffrey Hinton in 2008, 
t-SNE builds upon the earlier Stochastic Neighbor Embedding (SNE) framework to produce clear and 
intuitive 2D or 3D visualizations of complex datasets [1, 2, 3]. In recent years, it has become a state-of-the-
art tool for exploratory data analysis, particularly in applications like computer vision, bioinformatics, and 
microbiology. One such application is the AGAR dataset—a large-scale annotated image dataset of microbial 
colonies designed for computer vision tasks. It contains over 18,000 high-resolution Petri dish images with 
detailed bounding box annotations for 336,000+ microbial coloniesacross five species. Each colony can be 
described by high-dimensional morphological features[4,5,6], such as size, shape, texture, and color—making 
the AGAR dataset a perfect candidate for t-SNE-based analysis and visualization. 
 Ii. Why use t-sne for agar?  
The AGAR dataset involves complex variations in microbial colony morphology that are difficult to 
interpret in raw form. To address this, t-SNE is employed to reduce the dimensionality of extracted features 
(either handcrafted or deep learning-based), allowing researchers to visualize and interpret hidden structures 
or clusters in the data[7,8,9]. 
t-SNE works by modelingpairwise similarities between data points in high-dimensional space and then 
attempting to preserve these local relationships in a lower-dimensional (typically 2D) space. It uses 
probabilistic techniques and minimizes the Kullback–Leibler (KL) divergence between high-dimensional 
and low-dimensional similarity distributions[10]. 
Applied to AGAR, t-SNE: 
• Reveals clusters of colonies with similar morphology, often corresponding to the same species. 
• Highlights intra-species variability and inter-species similarities. 
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• Provides an intuitive visualization that helps identify overlapping phenotypes, rare colony shapes, or 
imaging anomalies. 
 Iii. Pca vs. T-sne on agar data  
While Principal Component Analysis (PCA) is a common baseline for dimensionality reduction, it is a linear 
method that focuses on preserving global structure by projecting data along the directions of maximum 
variance. However, PCA often fails to capture nonlinear patterns in data such as microbial colony shapes, 
especially when visualized in only two dimensions. 
For instance, if we apply PCA to the AGAR dataset's morphological features, we may observe overlapping 
clusters and poorly separated species. In contrast, t-SNE can uncover clear clusters and subtle structural 
differences due to its nonlinear nature and emphasis on local neighborhoods. 
Ii. Neighborhood of point embedding 
So, Lets understand two concepts as we have two concepts in our t-SNE which are stochastic and 
neighborhood embedding. First we will try to understand the terms neighborhood and embedding. Imagine 
in my d dimensional space (high dimensional space) and also ensure that d is large enough [10, 11, and 12]. 
Assume that red points indicate zeros and blue points indicate ones. If you take our MNIST dataset, we have 
784 dimensions and all our zeros are in one region which is close to each other and all of ones are in another 
region which is close to each other in 784 dimensional spaces. Let’s try to define neighborhood of a red point 
shown in Figure2. So let’s say we are taking this point. So the neighborhood of this point is typically those 
points which are close to it[13, 14, 15]. Of course we could have some points which are not in the 
neighborhood. Suppose I could have some points here. If the central point is Xi(red point) as shown in Fig.2  
So the neighborhood of the red point in Figure2 is typically those points which are close to it. 
Neighborhood N(Xi)={Xj such that Xi and Xj are geometrically close} 
Geometrically close means, if the distance between these points if you is very less. 
||Xi-Xj||2 =dist2  

 
Figure1: Data in d dimensions 

 
  Figure2: Neighborhood of red point 
So the neighborhood of the red point in Figure2 is typically those points which are close to it[16, 17, 18]. 
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Neighborhood N(Xi)={Xj such that Xi and Xj are geometrically close} 
Geometrically close means, if the distance between these points if you is very less. 
||Xi-Xj||2 =dist2  

 
Figure3: Neighborhood of a point 
N(X1)={X2, X3,X4} does not contain X8 and X9 as they are far away from X1. This is the meaning of 
neighborhood.  

 
Figure4: Neighborhood with clusters 

  
Figure5:  Embedding  
Now, let’s understand what is embedding means and embedding is very interesting idea. So, imagine if I have 
d dimensional space and of course, what is the objective our dimensional reduction and we would like to get 
these higher dimensional data to two dimensional or three dimensional, so that I can visualize. Let’s assume 
I have dataset like in figure4, what does embedding means, embedding basically means, for every point Xi in 
the higher dimensional space  and we are finding Xi’ in the lower dimensional space. If we find  a 
corresponding point in the low dimensional space such concept is called as embedding[19, 20]. 
Iii. How t-sne work? 
As it is mentioned that t-SNE preserves the local structures of the data while converting from higher 
dimensions to lower dimensions. That’s the point where the term the terms neighborhood and embedding 
are useful. In the figure4, we can see that there are three clusters in the higher dimensional space (2D in this 
case). We are calling them clusters as the intra cluster distances are very small. What t-SNE does while 
reducing to lower (1 dimensional in this case) is that it embeds the points into lower dimension while 
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preserving the distances like the higher dimension points (2D points) are projected to the lower dimension(1-
D) but the intra cluster distances are similar but t-SNE does not promise to preserve the inter-cluster distances. 
This process discussed has highly mathematical base to solve the optimization. In layman’s term, t-SNE uses 
a symmetric probability density function in both higher and lower dimension to preserve the neighborhood. 
Although due to the curse of dimensionality, the points in the higher dimensional space tend to get crowded 
in lower dimensional space, causing the crowding problem. To solve the crowding problem t-SNE uses the 
student’s t-distribution. Again how t-distribution solves the problem has rigorous mathematics behind it, but 
t-distribution promises that it will try best to preserve the neighborhood by means of probability 
(stochasticity). That’s why it is t-distributed and stochastic[21]. 
Iv. Crowding problem 
We said that t-SNE literally tries to preserve the distances in a neighborhood N. This could create problems. 
Let’s assume I havetwo dimensional data and we have to project this into one dimensional using t-SNE. 

 
Figure6: Crowding Problem 
Suppose our four points are x1, x2, x3 and x4. Let’s assume that they are corners of a square. If we have four 
points like this in 2D space which are at equal distant. As they are at equal distance, they are forming basically 
a square. All these are vertices of the square and we want to embed them into 1D Space. Let’s assume we 
want to embed our x1, we will place our x2 such that the distance between x1 and x2 is d as shown in Fig.6 

 
Figure:6  Two points with equal distance in one dimensional space 
While placing x2 in one dimensional space, we must make sure that the distance between them is d. We have 
embedded x1 and x2 in one dimensional space. Now consider x3, the good thing is x3 is of the distance of d 
from x2, so we can embed x3 as shown in figure 7. 

 
Figure7: Three points in one dimensional space 
 
 Observe that x1 and x3 are not in a neighborhood.N(x1)={x2,x4} not x3 because this distance is more than 
d which is  two times of square root of d. Let’s assume we are defining neighborhood using distance d. We 
need to preserve the distance between x1 and x3, because the distance between x1 and x3 is two times of 
square root of d in one dimensional space. But in the two dimensional space it two times of square root of 
d, since x3 not in N(x1) at distance d and we need not preserve it. Placing x3 in one dimension space as 
shown in figure 8 is correct.  The tricky part is that where can I place our x4?  To place x4, we have multiple 
options here. Let’s say we place   x4 at distance d from x1 which means I am preserving the distance of two 
dimensionalspaces in one dimensional space.  I 
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Figure 8: Four points in one dimensional space 
The distance between x3 and x4 is 3d but it must 
be d as they are neighborhoods in two dimensional spaces. 
N(x3)={x4,x2} but where can we place x4, so that distance willbe  preserved. Similarly, if we place x4 as shown 
in figure9 then the distances will be preserved. Whatever we do, we will make at least one mistake 
independent of the position of x4 which means at least one distance will get corrupted as shown in Figure9. 

 
Figure9: Four points in one dimensional space with modified locations 
In the case of hyper cubes, it is impossible to preserve distances in all the neighborhoods. This problem is 
called crowding problem. There was a lot of research on stochastic neighborhood embedding before t-SNE.  
Let’s use t-distributed stochastic neighborhood embedding again this t-distribution is one of the distributions 
in statistics. It’s called a student’s t-distribution and it has a shape which is slightly different from Gaussian 
distribution. t-distribution was primarily used to resolve the crowding problem. 
V. Applying t-sne 
Since we have discussed about what t-SNE actually does. Let’s try to run t-SNE on simple datasets to 
understand how t-SNE behaves. I have three groups of data points with colors blue, orange and green. So, 
our dataset is basically three groups of points in 2D space. 

 
Figure10: Three clusters with equal number of  Points before applying t-SNE 

 
Figure11: Three clusters with equal number of Points after applying t-SNE 
From Figure 11 and 12, we can understand that three clusters with equal numbers of points, but at different 
distances from each other. Here it is two dimensional data with perplexity 10 and epsilon 5.  Points per cluster 
are 50. After 5000 iterations, points of figure 10 are converted to pixels in figure11. For example consider 
the point in Figure12, in which we have two clusters consisting equal number of points. 
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Figure12: Two clusters with equal number of points before applying t-SNE. 

 
Figure12: Two clusters with equal number of points after applying t-SNE. 
Imagine if my original dataset is like two parallel lines of points as shown in Figure13. t-SNE is an iterative 
algorithm which means t-SNE tries process all the data in iterations and eventually it will converges.  

 
Figure13:  Two parallel lines dataset 
At every stage, it tries to move the points and also tries to find suitable embedding. In every iteration it will 
tries to improve the embedding and also it trying to preserve as many neighborhoods as possible.If you take 
these two parallel lines., there are 50 points per cluster. There are two most important parameters of your t-
SNE. First parameter is called perplexity and the second parameter is called step. So step size is basically 
number of iterations, just remember that with every iterations, we are going to find a better solutions. 

 
Figure14: Data points in 15th iteration.  
Our original dataset is two parallel lines blue points and orange points, at 15th iteration; we are not getting 
proper results as shown in figure14. As the iteration number is increasing, the shape is stabilizing and shape 
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does not change much. Two sets of points, arranged in parallel lines that are close to each other. Note 
curvature of lines. 

 
Figure15: Data points in 3,390th iteration.  
It is very similar to the underlying structure of the data. So, similarly if you look at step is number of iterations. 
We should keep iterations till the time shape doesn’t change much, after 2000 iterations, it doesn’t change 
much.  The second parameter and the most important parameter of t-SNE are called perplexity. Let’s 
understand what perplexity means is, you can think of perplexity roughly or loosely as the number of 
neighbors. If I say I want to preserve distance of five of my nearest neighborhoods, say if we make our 
perplexity is equal to 5, what it tries to do is, for every point it will take five points which are closed to it and 
it will try to preserve the distance. Perplexity can be thought of as a number of points to preserve when I go 
from high dimension to low dimension. So, first thing is never fix one perplexity value, always run your t-
SNE for multiple perplexity values to understand the actual shape. So never run your t-SNE only once which 
is the most important thing. 

 
      

    
Figure16: Dataset for perplexity and steps 



International Journal of Environmental Sciences 
ISSN: 2229-7359 
Vol. 11 No. 19s, 2025 
https://theaspd.com/index.php 

 

929 
 

One interesting thing is when we make our perplexity equals to 100 and total numbers of points are 100, we 
get a mess literally as shown in figure 15. Why is that happening, observe when I am trying to preserve 
distances for every pair of points. Always try to keep perplexity less than number of data points. 
VI. t-SNE on AGAR  DATA SET 
Let’s understand how t-SNE works on AGAR. is a 16,384  dimensional dataset and we are trying to project 
into two dimensional. 
 

 
Figure17: Visualizing AGAR with t-SNE. 
How would we color them?. We colored them in such a way that all red points indicate zeros. For each data 
point, we have 16,384  dimensionsand also we have corresponding class label. 

 
Figure18: Visualizing AGAR Dataset 
We notice that all of our zeros are grouped together and all of our sixes are grouped together here. It is not 
only separating all of our ones from rest of our characters but also it is separating all of your slant ones are 
together  which is important as shown in figure17.This means whatever visually looks similar are getting 
grouped based on visual similarity which is extremely important. t-SNE grouping the points based on visual 
similarity which is very interesting. Using t-SNE, we have visualized a 784 dimensional data set by embedding 
this dataset into two dimensional spacessuccessfully. 
VII. CODE EXAMPLE OF t-SNE  
tsne = TSNE(n_components=2, perplexity=30, n_iter=1000, random_state=42) 
X_tsne = tsne.fit_transform(X_pca) 
# Plotting 
plt.figure(figsize=(10, 7)) 
scatter = plt.scatter(X_tsne[:, 0], X_tsne[:, 1], c=y_encoded, cmap='tab10', s=30) 
plt.legend(handles=scatter.legend_elements()[0], labels=le.classes_, title="Classes") 
plt.title("t-SNE Visualization of AGAR Dataset") 
plt.xlabel("t-SNE Dimension 1") 
plt.ylabel("t-SNE Dimension 2") 
plt.grid(True) 
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plt.show() 
Let us define our model   and it can be defined. The variable is model and calling the t-SNE constructor and 
we are saying that number of components is two and the random state=0. t-SNE is a randomized algorithm 
which means if you run t-SNE two times, we will get slightly different results. By ensuring that the random 
state is always set to some number, we are going to get consistent or same results from one run of the program 
to the second run if you skip this, running t-SNE on the same data set two different times might results in 
slightly different outcomes because t-SNE is a randomized algorithm. Randomized algorithms will give slightly 
different results that if you run them two or more times. Now let’s look at some default parameters, the 
default perplexity is set to 30 and learning rate is set to 200. Default maximum number of iterations is 1000. 
Perplexity is one of the most important parameter along with number of iterations. This basically takes 1000 
data points and creates our t-SNE data, which is of course two dimensional because we are saying the number 
of components is two.Model.fit_transform( ), this basically takes thousand data points and create out t-SNE 
data, which is of course two dimensional. We are basically combining my t-SNE data with labels data. We are 
converting this t-SNE data into a data frame with first column named dimensional “Dim1” and second 
column named “Dim2” and third column being label.  

 
We have a data frame and we can plot it using Fceit Grid with my hue as labels with my coloring as labels 
and now let’s go and plot it as shown in Figure18. 

 
  Figure19: AGAR  DATASETVISUALIZATION 
This is just for 1000 points and perplexity of 30 and just 1000 iterations. This makes very good sense and 
which all of our zeros are well clustered and all of twos are also well clustered; of course there are small 
overlaps here and there. If we just had 15000 points or all the 42000 points and if we run 5000 iterations or 
10000 iterations and this output could be much better. Now what if we change the perplexity. Soin  my code 
it is just literally one parameter to change. We are keeping the number of components as 2 and my random 
state as zero and we are changing the perplexity to 50. 
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Figure20: AGAR  DATASETVISUALIZATION 
When we see the figure 18 and 19, it is observed that around 30 or 50 perplexities seem to make sense for 
1000 points. Now the next question here is what if I increase the number of iterations. So perplexity 50 seems 
fairly stable. Around  30 to 50  seems reasonably stable and if I am just setting random state to zero, now 
instead of 1000 iterations, we want to make the number of iterations equal to 5000and rest of the code is 
same. When we go from 1000 iterations to 5000 iterations the shape is very stable. We need to try for various 
values of perplexity  and so we tried it 30 and 50 perplexity and 1000 iterations. Perplexity 30, 50 both the 
shapes looked fairly stable and then increase number of iterations from 1000 to 5000 and the shape still 
remains fairly stable. We could take  1000 points and shape make pretty good sense, of course when we go 
from thousand points to 1500 points  oreven  2000 points, the points will be separated because of the more 
information. If you take 42000 data points and you try for various perplexities around 30, 50. Find the good 
perplexity and run up to 5000 to 10000 iterations. Now just as a sanity check what happens, if we make our 
perplexity equals to 2. We are not touching the number of iterations  which is 1000 by default, random state 
is zero.We have lost all of the information, so that perplexity=2, may not work very well.Itis  advisable to run 
this code on 42000 points with various values of perplexity and number of iterations to understand. T-SNE 
is much better if 42000 points take too long on your laptop, you can even do a 15000 points. 
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