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Abstract 
Artificial Intelligence (AI) has disrupted the recruitment process, and it promises opportunities to achieve a 
greater degree of efficiency and automation in talent acquisition than ever before. With the increased popularity 
of AI hiring systems in the industry, and sustainability and environmental science areas, new ethical issues have 
arisen, especially when it comes to issues of fairness, transparency, and accountability. The current paper explores 
the two-fold story of the AI-powered recruitment in 2025 by performing a qualitative thematic analysis of twenty 
publicly-available sources such as corporate whitepapers, academic articles, and media articles. The analysis 
demonstrates a strong difference between the approaches towards AI recruitment design presented in various 
institutions: developers prioritize fast and efficient work, whereas academic and popular sources tend to stress 
upon algorithmic bias, legal uncertainty, and social trust. The results indicate that there is an unbalanced 
situation of innovation and ethical supervision, as the existing industry-centric discourses downplay the major 
risks related to automation. The paper has concluded that ethical governance, transparent design and 
interdisciplinary interaction are the general ways to align AI recruitment systems to wider objectives of equity 
and sustainable workforce creation, especially in environmentally-minded industries. 
 
Keywords: AI recruitment, algorithmic bias, transparency, ethics, automation, sustainable workforce, 
environmental sectors. 
 
1. INTRODUCTION 
The world-wide recruitment process is changing majorly due to the high rate of adoption of Artificial Intelligence 
(AI) in human resource (HR) operations. AI has transformed the talent attraction, evaluation, and selection 
process in organizations because it allows organizations to make quicker decisions, lessen operational inefficiency, 
and enhance candidate experience. AI has found its way into the current hiring ecosystem, ranging from resume 
screening, chatbot interviews, predictive analytics, and candidate ranking [1]. With the increasing pace of digital 
transformation in industries, the potential of AI in talent acquisition keeps growing, becoming the defining 
aspect of future workforce planning and organizational responsiveness [2]. AI usage in the recruitment process is 
not a technological change, it is a socio-organizational one. Calugan et al. [3] emphasize that AI is gaining more 
weight as a part of business strategy, transforming the conventional workplace roles and re-arranging the authority 
of decision-making within the HR departments [3]. The current AI systems are able to execute actions that were 
previously based on human judgment and included evaluating applicant competencies based on NL processing, 
facial recognition, and behavioral analysis [4]. Although the capabilities have a significant benefit in efficiency, 
they also come with complicated ethical issues and regulation concerns that require critical consideration. Large 
companies such as IBM have stressed the potential of AI to revolutionize HR and specifically make hiring 
procedures more business-friendly and scalable [5]. Meanwhile, there has been a rise of ethical considerations of 
transparency, data privacy, and the risk of reinforcing system-level biases in the machine learning algorithm. Firms 

mailto:-pushpa043005422@gmail.com
mailto:nazia.leo@gmail.com
mailto:archanabudagavi@gmail.com
mailto:kavya10195@gmail.com
mailto:sreereji.pv@gmail.com


International Journal of Environmental Sciences   
ISSN: 2229-7359 
Vol. 11 No. 18s, 2025  
https://www.theaspd.com/ijes.php  
 

3145 

such as HireVue have realized these issues and begun to establish systems to guarantee their fairness, 
responsibility and explainability in their AI-based tests [6]. In 2022, HireVue published an AI explainability 
statement that is the first of its kind in the industry to improve the transparency and trust of citizens in automated 
hiring technology [7]. 
Discussions on AI ethics in recruitment have also picked up in academia. In an essential review of fairness 
measure and practices to reduce bias in AI-based hiring, Mujtaba and Mahapatra point out the shortcomings of 
existing methods and the necessity of stricter evaluation processes [8]. Law is another area that overlaps with 
ethical recruitment particularly due to the difficulties in jurisdictions to regulate newer technologies in areas that 
are both sensitive and essential such as employment. The legal and ethical aspects of the application of AI in the 
hiring process are multidimensional and multifactor, as HireVue has discussed, and include the aspects of 
consent, algorithm liability, and discrimination [9]. Moreover, algorithmic evaluation should be well planned to 
avoid biased results, particularly in situations of various and intersectional candidate groups [10]. Against this 
backdrop, this research paper seeks to critically examine the dual-edged nature of AI-driven recruitment and its 
opportunities for enhancing efficiency and access, and its ethical challenges related to fairness, transparency, and 
legal compliance. 
 
OBJECTIVES OF THE RESEARCH: 
• To examine the main opportunities that AI-based recruitment technologies offer in the context of improving 

the efficiency of the hiring process, scalability, and candidate experiences. 
• To consider the ethical issues entailed in AI in recruiting such as bias, transparency, privacy, and accountability. 
• To discuss the implication of AI recruitment in the environmentally oriented industries and how it can be used 

to enhance sustainable and inclusive workforce development. 
 
2. LITERATURE REVIEW 
Artificial Intelligence (AI) has become the game changer of recruitment to offer operational efficiency and smart 
decision-making to the organizations. IBM [5] describes the future of hiring with AI delivering AI technologies 
that aid in the automation of resume parsing, candidate ranking, and behavioral analysis. In their work, they 
emphasize that platforms based on artificial intelligence allow lowering the time-to-hire and the exact definition 
of candidates in positions. In a similar publication, IBM [4] describes how AI abilities are eagerly being spread in 
talent selection channels with the deployment of profound learning designs to adopt the cycle of the talent 
acquisition through teaming up folks with gifts and urges. Calugan et al. [3] present an in-depth scholarly 
explanation of the overall effects of AI in the workplace, where the increased involvement of AI in the predictive 
and evaluative areas of concern has contributed to a change in the traditional chains of HR management. 
Claiming that new UIs are implemented through AI systems, the authors suggest that the issues concerning 
ethical control and accountability take the centre stage of HRM-related discussions. It correlates with the 
additional values provided by IBM [4], which focuses on the contribution of AI in terms of expanding the 
productivity of the recruiter and anticipating the undesired outcomes in the form of barriers when AI-driven 
models remain unethically oriented. The focus on the organizational utility of AI is once again reflected in the 
material produced by IBM [1] in which the application of AI in practical realm of recruitment is depicted as 
seminal to survival of contemporary business. Nevertheless, there is the issue of ethical usage. The key provider 
of the AI-based systems to emotion and other assessments in hiring, HireVue [6], proclaimed its adherence to 
explainable AI principles and emphasized the importance to be transparent in automated grading. In a 
groundbreaking step, HireVue [9] published the first AI explainability statement, written on behalf of the 
industry, in 2022, supporting the people who want to understand how an algorithm is making their hiring 
decision. 
Mujtaba and Mahapatra [8] go into more detail regarding the problem of equitable AI recruitment presenting a 
systematic review of measures and metrics to mitigate the issue. According to their paper, though there are 
technical solutions like bias-aware algorithms, they are not standardized, and they cannot resolve socio-cultural 
inequities imprinted in training data. HireVue [10] goes further and explains the legal and ethical risks related 
to hiring procedures performed by AI systems and focuses on the importance of customer understanding 
(consent) and conscious treatment with data. To back up the idea, a second HireVue publication [10] talks about 
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the steps taken internally to avoid biases in the algorithm, discussing audits on fairness and demographic impact. 
This is a socio-technical and legal critique of discrimination during hiring presented by Sánchez-Monedero et al. 
[11]. Based on the case studies in the UK, they claim that the challenge of overcoming bias in AI systems cannot 
be limited to rectifying technical adjustments but instead requires extensive regulation. On the same note, Samir 
and Sabir [12] provide a bigger picture analysis of the consequences of AI on recruitment claiming that, due to 
lack of transparency in decision-making, accountability and trust in itself may be reduced. The results of their 
research echo media coverage like that of WIRED [13], which explains how facial recognition software in the 
hiring process was paused in several cases out of concerns regarding its reliability and fairness. 
These are the ethical misgivings of visual analysis technologies which are further elaborated by WIRED [14], who 
expresses concerns about discriminatory impacts vis-a-vis disabled applicants a population that has otherwise been 
ignored by the discourse of algorithmic ethics. This is not the only issue that is confined to the employers in the 
private sphere. Adio et al. [15], which also discusses how AI can be introduced into the area of workforce 
recruitment in the field of public transport, cite the same tensions between effectiveness and fairness in AI-
facilitated HR activities. 
The acceptance and legitimacy of AI tools is also determined by the moods of the public. The use of AI in job 
applying is a subject of the report by Lifewire [16] that shows that job applicants are getting more open-minded 
however their trust depends on the perceived fairness and transparency of these programs. The Times [17] sheds 
more light into this dynamic and suggests to organizations how can they avoid the ethical traps, such as the misuse 
and over-reliance on black-box algorithms. 
Surveys of this public concern and scholarly discourse have been collected in an ever-growing list of use cases, 
controversies, and regulatory initiatives concerning the use of AI during the hiring process at Wikipedia [18]. 
Harris [19] adds value to this discussion by examining how automation in the HR can be used to the benefit of 
operations, and at the same time warning of ethical blind spots. In a literature-informed study, Iancu and Oprea 
[20] cite the emerging trends in future AI and HR applications and facilitated the smooth transition by insisting 
to involve human values, legal protection, and interdisciplinary research. This literature on the analyzed topic is 
united in the prioritization of the message that AI presents significant improvements in the recruitments, yet it 
also initiates more challenging ethical, legal, and social issues. These issues need to be addressed systematically 
by using strong governance, design transparency and frequent assessment so as to achieve fair hiring at both the 
conventional and environmental-concerned labor markets. 
 
3. METHODOLOGY 
 

3.1 Research Approach 
The qualitative empirical approach will be used in this research to explore the development, operationalization, 
and assessment of the AI-based recruitment systems in practice with a focus on the arising ethical implications in 
2025. As the main data, the study relies on a body of publicly available documents. These reports involve real 
implementations, models, evaluation, and criticism of AI applications in the job market. Contrary to the 
experimental or survey-based studies, this method is based on analysis of textual evidence in the real world to 
derive both functional and normative aspects of recruitment technologies. 
The choice of methodology is explained by the actuality and the interdisciplinary character of the matter. The 
recruitment AI systems are at the border of computer science, ethics, organizational behavior, and the work of 
the government. An examination of how developers, institutions, and critics theorize these systems as they are 
used provides situated understanding of the logic of operation as well as the new ethical landscape of automated 
hiring. 
 
3.2 Data Source and Selection 
The empirical evidence is a selected set of documents of technology companies, scientific articles, preprints, press 
releases, and professional reviews. All the materials have been published in 2019-2025 and are mentioned in the 
reference list of this paper. Technical whitepapers, ethics statements and explainability guidelines, industry 
commentary, and controversies reported in the media are among the sources. The choice of these documents 
was made on two grounds: they were authored by identifiable participants in the area of AI hiring (e.g., IBM, 
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HireVue), or they were valuable in analysing such systems. Every text in the corpus was handled as an independent 
textual object and sorted by the type of sources, the institutional background, and the thematic focus. This 
categorization was used as the basis in themes analysis later. 
 
3.3 Data Classification and Corpus Structure 
In order to facilitate systematic analysis, document corpus was divided into three groups on the basis of 
institutional origin and functional orientation. This classification recognizes what the source has done, or tries 
to do, to influence, implement, or criticize AI-based recruitment systems. The divisions of these categories are 
between the developers and proponents of the technologies, critics of the functioning of these technologies, and 
the journalists of the implementation and public consequences. This taxonomy is listed in Table 1 that identifies 
the institutional purpose and content focus of each type. The structure was critical towards enabling the 
comparative interpretation of the study, which enabled the research to follow a way through which ethical and 
operational themes come out in various communicative settings. 
 

Table 1. Functional Classification of Source Documents 
Document 
Category 

Institutional Role Content Orientation 

Developer-
Generated 

Technology providers (e.g., 
IBM, HireVue) 

Presentation of system capabilities, automation 
benefits, ethical assurance frameworks 

Academic and 
Expert Studies 

University researchers, 
independent scholars 

Examination of bias, algorithmic fairness, legal 
obligations, and governance mechanisms 

Public-Facing 
Reports 

Media platforms, public 
statements, Wikipedia 

Reporting on real-world deployment, public 
reception, and policy or legal reactions 

 
3.4 Analytical Procedure 
The documents were analyzed using thematic content analysis. Each text was read in full and coded manually. 
The sections of the text that were used to describe the functionality of the systems, make claims about the benefits, 
limitations, or ethical concerns were assigned codes. The identification of these themes: automation efficiency, 
algorithmic decision-making, fairness, and transparency emerged as recurrent and were grouped. This inductive 
trend permitted the data to establish patterns and avoid the imposition of predetermined theoretical constructs. 
The aim of the analysis was not just to examine what AI systems are meant to accomplish but how such designs 
are being explained, rationalized or challenged. Specifically, the focus was on the consistency or inconsistency of 
the corporate discourse and the critical discourse. The most important findings were identified and summarized 
to offer a logical conclusion about the two discussions related to the use of AI in recruitment: the introduction 
of efficiency and innovation, and the accompanying manifestation of ethical tension. 
 
3.5 Sectoral Contextualization 
Though the papers themselves are not aimed at the environmental sectors per se, the interpretation applies their 
implications to environmentally directed recruitment. With the growing trend of the use of digital tools in 
workforce development in organizations in environmental sciences, sustainability, and green technology, the 
ethical issues noted in this evaluation are of great significance. The results form a basis of knowledge on the ways 
AI-based recruitment activities can impact sustainable employment systems and fair hiring of professionals in the 
environmentally sensitive sectors. 
 
4. RESULTS AND ANALYSIS 
 

4.1 Source Distribution and Corpus Structure 
The corpus of documents represents a wide intermingling of institutional opinions. The developer-generated 
content prevails, as shown in Figure 1, revealing a fact that technology providers are the most influential voices 
in the discussion of AI recruitment. Scholarly and popular sources are well balanced, providing important 
counter-arguments. 
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Figure 1: Distribution of Documents by Source Type 

 
4.2 Thematic Analysis Across Sources 
Thematic coding showed that there was a high level of functional benefit like automation, speed and precision. 
The most often mentioned theme was the theme of Automation Benefits as indicated in Figure 2. Moral issues 
too, such as the transparency, fairness, and legal responsibility, were also prevalent, especially in scholarly and 
popular literature. 
 

 
Figure 2: Frequency of Major Themes Identified in Document Corpus 

 
4.3 Cross-Institutional Thematic Trends 
Institutional origin significantly influenced thematic priorities. As Figure 3 shows, documents created by 
developers use a lot of functional claims, whereas academic and public sources concentrate more on ethical and 
legal considerations. That would be the case with different motives behind the two types of sources: promotion 
and critique. 
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Figure 3: Thematic Focus Across Source Types 

 
4.4 Thematic Emphasis by Source Category 
Table 2 reveals that developer-created sources focus on the advantages of automation, and little to no concern 
about equity or legal responsibility. Ethical aspects, especially, algorithmic fairness and transparency, are more 
emphasized in academic literature. Sources that are publicly oriented are concerned with the trust and openness 
of the population, and in most cases they are aimed at presenting real-life issues and scandals. This distribution 
reflects how institutional perspective shapes thematic priority. 
 

Table 2. Theme Emphasis by Source Category 
Theme Developer-Generated Academic/Expert Public-Facing 
Automation Benefits High Moderate Low 
Algorithmic Fairness Low High Moderate 
Transparency Moderate High High 
Bias Mitigation Low High Moderate 
Legal Accountability Low High Moderate 
Public Trust Low Moderate High 

 
4.5 Purpose and Rhetorical Framing 
The tone of the individual categories of documents is rhetorical, depending on its institutional use. Representing 
the upside of the AI hiring process, the technology providers paint a rosy picture as shown in Table 3 by focusing 
on innovation. Scholarly materials are written in a critical style, they concentrate on analysis and moral 
questioning. Public reporting is investigative, and it attracts attention to social consequences and possible 
damages. These differences shape the employment of the AI recruitment frames in industries. 
 

Table 3. Document Purpose and Tone by Institutional Role 
Institutional Role Primary Purpose Dominant Tone 
Technology Providers Promote innovation, outline system capabilities Optimistic 
Academic Researchers Critique, analyze ethical risks, propose frameworks Critical 
Media/Public Reporting Expose public issues, highlight controversies Investigative 

 
Such results help prove that the idea of AI-driven recruitment in 2025 is presented through two lenses, efficiency, 
and innovation, on the one hand, and ethical concern and accountability to the population on the other hand. 
This binary is central to the way automated hiring systems are defining and being defined by the emerging 
demands of fairness, trust and transparency in the labor market. 
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DISCUSSION 
The findings of the current study show that there is a distinct difference in the positioning of AI-driven 
recruitment in 2025. The use of AI is positioned as a strategic process facilitator with a focus on efficiency, 
automation, and innovation by technology providers. The academic and the publicly-oriented sources, however, 
tell a different story, one that is centered on fairness, bias, transparency and legal uncertainties regarding 
algorithmic decision-making. This gap implies that the discussion of the AI recruitment is not unified, but is 
influenced by the institutional interests and the role of stakeholders. Whereas the developers strive to make AI 
systems legitimate with performance-based metrics and ethics statement, the critics and researchers are more 
responsive to the social and legal implications of automated-hiring practices. These results are supported by earlier 
researches that have highlighted the dilemma between technological development and the question of ethical 
responsibility. As an example, Mujtaba and Mahapatra [8] claim that the majority of AI fairness interventions are 
not standardized and tend to ignore more profound structural inequalities. On the same note, Sánchez-
Monedero et al. [11] addresses the lack of legal clarity that exists under the current algorithmic hiring systems 
especially how the responsibility can be apportioned when discrimination takes place. The thematic patterns 
found in this study can be correlated to these concerns and can be used to further develop these concerns to 
include how these issues are enhanced in 2025 as AI hiring tools become more expansive and entrenched into 
organizational practices. 
These findings have important implications to practice and policy. Within the field of environmental science, 
clean technology, and sustainability-oriented organizations--where the ethical values, inclusion, and equity are 
paramount--the AI recruitment systems should not only be assessed according to their technical correctness but 
should be socially fair, too. Increased use of automated tools in the management of expanding needs of specialized 
talent in the domains is leading to organizations becoming more reliant on the tools to meet their demands, 
however without proper regulation, these tools can create biases in the way they operate that are contrary to the 
ethical pursuits of sustainability and environmental justice. The disparities in frames on ethical assurance revealed 
in this paper imply that a corporate statement is not enough to create ethical assurance; there should be 
interdisciplinary involvement and regulatory certainty. The use of documentary data instead of direct observation 
or interviews can be considered as one of the limitations of this study. Although the sources under analysis can 
be considered to be authoritative and up-to-date, they still constitute the public discourses and not the internal 
practices. The gap could be considered in future studies by involving case studies, stakeholder interviews, or 
audits of implemented AI systems in the hiring. Also, although the paper took into consideration relevance to 
environmental and sustainability industries, most literature did not refer to this field. A dedicated study on the 
field of AI hiring in green industries would provide more elaborate information. 
The evolution and implementation of sector-specific AI governance protocols should be another area where the 
future research is conducted. This goes beyond the technical requirements of fairness and explainability, to 
institutional practices that guarantee accountability and auditability in a variety of contexts. With the further 
integration of AI into the process of distributing access to employment, especially in areas that are highly 
specialized, or mission-oriented, such as environmental sciences, matching recruitment systems to efficiency-
related measures alone must be avoided. Overall, this paper adds to the knowledge about the way AI-based 
recruitment is framed and contested in 2025. Raising the competing stories of innovation and ethics, it shows 
how there is a dire necessity of balanced, transparent, and accountable systems, especially in industries dedicated 
to sustainability, equity, and long-term human well-being. 
 
CONCLUSION 
This paper delved into the future world of AI-powered recruiting in 2025 and discussed its advantages and an 
ethical dilemma. In light of qualitative studies of institutional documents, it was discovered that technology 
vendors mostly present AI systems through the lenses of efficiency and scalability, whereas academic and non-
academic sources focus on fairness, transparency, and social responsibility. This gap explains the conflicting 
discourses that are used to design, implement, and assess AI recruitment. The implications are specifically to the 
sustainability-related fields like environmental sciences where fair employment and ethical management is vital. 
Although the results indicate that AI can be used to simplify hiring procedures, its unregulated application can 
potentially strengthen systematic inequality and diminish the trust of the people. This study adds empirical 
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understanding to how the practice of AI hiring is justified and resisted by reading existing documentation as 
data. It explains that AI technologies should be aligned to ethical criteria and industry-specific values. In the 
future, it will be important to have transparent system design, interdisciplinary, and enhanced regulatory systems. 
With AI increasingly becoming a factor in the availability of employment, the responsible introduction of the 
technology will have to ensure a balance between innovation and inclusiveness and honesty, where the latter is 
particularly important in areas that are dedicated to long-term environmental and social contributions. 
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