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Abstract - IoT devices have changed very quickly in the last few years, which has made them more useful than ever 
for making life easier. But there are still a lot of security holes in IoT devices. This is mostly because most of them 
don't have the memory or processing power needed to support strong security features. Because of this, all kinds of 
cyberattacks can get to IoT devices. A single breach of a network system or device can put data security and privacy 
at risk. But you can use machine learning algorithms to find attacks on IoT devices. This work proposes a multimodal 
machine learning model called XGB-RF that can be used to find intrusion attacks. The N-BaIoT dataset, which 
includes harmful botnet attacks, was used with the proposed hybrid framework. The random forest (RF) algorithm 
was used to choose attributes, and the eXtreme Gradient Boosting (XGB) classifier was used to sort different kinds of 
attacks in IoT ecosystems. We use different performance measures to see how well the proposed XGB-RF model works. 
The results show that the model finds 99.94% of the attacks correctly. The proposed model does better on all the 
measures than the best algorithms that are currently available. The proposed method has a lot of potential to make 
IoT systems safer because it can find botnet attacks very well. 
Keywords: IoT network security, botnet intrusion detection, feature selection, XGBoost, Random Forest (RF), Mirai, 
DDos. 
 
1. INTRODUCTION  
The Internet of Things (IoT) is at the centre of the Fourth Industrial Revolution, which is being driven 
by new technologies [1]. Countries that are open to these new ideas will have a better chance of doing 
well in the future. IoT is one of the technologies that has grown the fastest in the history of technology. 
By the end of 2020, there were expected billions of devices connected to the Internet of Things [2]. But 
this rapid growth made security threats worse because IoT devices don't usually have strong security 
mechanisms, which make them easy targets for hackers. Every month, approximately 5,200 attacks 
happen on IoT devices [3]. In the first half of 2019, the number of attacks increased compared to the 
same time last year [4]. The report from Checkpoint showed that 71% of security experts noticed a rise 
in IoT threats after COVID-19 [5]. 
Targeted industries include blockchain supply chains [9,10], long-range (LoRa) networks [8], the Medical 
IoT [6,7], and smart industries [11]. Remarkably, billions of IoT devices have been infiltrated by the Mirai 
and BASHLITE botnets, which were identified in 2016 and 2015, respectively [12]. Distributed Denial-
of-Service (DDoS) was a most common IoT threat assault based on Mirai in 2018. Furthermore, it is 
projected that by 2023, there would be 15.4 million DDoS attacks worldwide [13]. Developing strong 
attack detection techniques is crucial in light of this changing threat scenario [14]. Conventional security 
measures are insufficient to prevent botnet assaults based on the Internet of Things. 
Researchers have made increasing progress in addressing this by developing Intrusion Detection Systems 
(IDS), especially for the two main forms of IoT-based attacks: network-based [16] and host-based [15]. 
Support Vector Machine (SVM), K-Nearest Neighbor (KNN), neural networks, and Naïve Bayes are 
examples of traditional machine learning (ML) methods for intrusion detection [17–19]. In their 
investigation, Shafiq et al. [20] identified Naïve Bayes as the most successful machine learning technique 
for detecting harmful IoT activities. The N-BaIoT dataset was also subjected to feature selection by Soe et 
al. [21] using J48 decision trees, Naïve Bayes, and Artificial Neural Networks (ANN), whose accuracy was 
over 99%. Diro et al. [22] also presented a deep learning-based intrusion detection system that exhibited 
much higher detection rates. 
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The NSL-KDD dataset was examined using Random Forest (RF), SVM, and Extreme Learning Machine 
(ELM) by Ahmad et al. [23], who discovered that ELM performed better than SVM in large datasets. With 
a detection rate of 96.8%, Deng et al. [24] created a network-based intrusion detection system based on 
K-means clustering and manual feature extraction. Mirsky et al. [25] used ensemble autoencoders for 
offline training and online deployment to create a lightweight, unsupervised IDS model. Using the 
publicly available CIC-IDS 2017 dataset, Radford et al. [26] proposed another unsupervised learning 
method for anomaly detection with Long Short-Term Memory (LSTM) recurrent neural networks. 
However, the performance of machine learning techniques for host-based intrusion detection in Internet 
of Things (IoT) networks has not been extensively studied in the majority of literatures [27]. 
The literature indicates that ML-based technology is very effective in security of IoT. Since most attacks 
occur in real time, the detection model must be accurate and efficient. To ensure this, a reduction in 
dimensionality of features would be used to reduce complexity and increase execution speed, the most 
important for real-time intrusion detection. To meet this requirement, we introduce machine learning 
solutions based on N-BaIoT data sets. Initially, we use random forest algorithms (RF) to rank the most 
relevant features to improve detection accuracy. Then we identify and label malicious activities using the 
eXtreme Gradient Boosting (XGB) algorithm. This combination is especially suitable for large data 
scenarios where speed and accuracy are important. Unlike Recursive Feature Elimination (RFE) and 
RFECV, which add individual features and drop those that have little impact on classification, RF ranks 
feature according to information gain and provides a less difficult selection process. The model is 
compared to some of the most advanced ML algorithms on the N-BaIoT dataset and outperforms them 
consistently 
Main Contributions of the Paper: 
• A new hybrid intrusion detection model, XGB-RF, involving the use of RF as a feature selector 
and XGB as the ultimate classifier.  
• In-depth comparison with other advanced ML models, outperforming in every way. 
 
2. MATERIALS AND METHODS  
The hybrid mechanism adopted by N-BaIoT multi-class. Attack detection is known as XGB-RF 
classification. RF feature selection algorithms are initially applied in the selection of functional features. 
XGB classification algorithm comes next is employed to detect any type of attack on the IoT network. 
Due to this, our proposed approach is referred to as XGB-RF. The multiplier of NBaIoT is reduced from 
115 to 40 functions applicable to the same window by our technique.The system is presented below 
(Figure 1). 
2.1 Acquisition of data  
The study used the N-BaIoT dataset (28), published in 2020, which contains traffic from nine IoT sensors 
captured on the local network using wireshark on the central switch 
(seehttps://www.kaggle.com/mkashifn/nbaiot-dataset, accessed June 5, 2021). It consists of 115 
statistical features derived from package capture files (pcap). These are calculated using seven statistical 
metrics on five-time windows (100ms, 500ms, 1.5ms, 10ms, and 1ms): average, variance, number, size, 
radius, covariance, and correlation coefficients. This structure allows for data sets for state-level intrusion 
detection systems (IDS) to analyze traffic in a fixed temporal context. 
 

 
Fig 1. Workflow diagram of the proposed system. 
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The dataset includes 229,829 total samples, with 13,113 benign and 216,716 malicious samples. The 
malicious data spans 10 distinct attack types (plus benign traffic for a total of 11 classes): 
• Class_1: Benign – normal traffic with no malicious behavior. 
• Class_2 & Class_4: Mirai ACK and Mirai SYN – flooding attacks that overwhelm servers by 
exploiting the TCP handshake process. 
• Class_3: Mirai Scan – scans for vulnerable devices using telnet (port 23 or 2223) and connects 
them to a command-and-control (C&C) server. 
• Class_5: Mirai UDP – randomized UDP flooding using varied source/destination ports and IPs 
to evade detection. 
• Class_6: Mirai UDP Plain – a more targeted version of the UDP flood that focuses on fewer high-
use ports. 
• Class_7 to Class_11: Gafgyt Combo, Junk, Scan, TCP, UDP – attacks from the Gafgyt botnet 
family, capable of DDoS, vulnerability scanning, malware execution, and C&C operations. Gafgyt mainly 
targets smart routers using weak credentials or known vulnerabilities. 
2.2 Data Pre-Processing 
The N-BaIoT dataset is highly imbalanced, with benign records significantly fewer than attack samples. 
Each record includes statistically derived features labeled in the format: 
<Header>_<TimeWindow>_<StatisticalMeasure>.These capture data such as: 
• Header information (e.g., jitter, packet count) 
• Five separate time windows 
• Seven statistical metrics 
From four primary metrics—packet count, jitter, outbound packet size, and combined in/out packet size—
23  
base features are computed. These are expanded across five-time windows, resulting in 115 total features. 
This multi-window, multi-statistic format ensures the dataset captures both short-term and long-term 
behavior patterns, making it ideal for IDS models. The study uses these features as input for feature 
selection (RF) and classification (XGB). The full list of 115 features is shown in Table 1, with 
corresponding abbreviations explained in Table 2.   
 
Table 1. Name of the features used in this study 
 

2.3 Feature Selection 
To enhance the classification performance and minimize 
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model complexity in IoT-based Intrusion Detection Systems (IDS), four commonly known feature 
selection methods are used: Recursive Feature Elimination (RFE), Recursive Feature Elimination Using 
Cross-Validation (RFECV), SelectK-Best, and Random Forest (RF)-based feature importance. A concise 
overview of these techniques is provided below. 
2.3.1 RF-Based Feature Selection 
Random Forests (RF) can assess the relative importance of each feature based on information gain, 
allowing for efficient feature selection. The detailed implementation of RF-based feature ranking is 
elaborated in Section 2.4.1. 
2.3.2 Recursive Feature Elimination (RFE) 
RFE is a wrapper-based feature selection method that  
identifies the most relevant features by recursively removing the least significant ones. This technique is 
particularly effective in reducing redundancy in high-dimensional datasets, thus enhancing classifier 
performance and reducing 
 
Table 2. Feature description. 
 

 
 
redundancy in high-dimensional datasets, thus enhancing classifier performance and reducing bias. In 
this study, RFE is applied in a stepwise fashion to rank features based on their importance using an RF 
classifier. The process iteratively eliminates the lowest-ranked features, retrains the model on the 
remaining subset, and evaluates the performance at each step. This continues until the desired number 
of optimal features is selected or all features have been assessed. 
Following Algorithm illustrates the procedural steps of RFE, Recursive Feature Elimination (RFE) 
• Initialization: 
Begin with the full set of features C and a classifier. Evaluate the model performance using all features. 
• Pre-process the input dataset 
• N=len (C) where C= Total number of features 
• for i=1 to N do 
    a. Train the classifier using the current set of features 
 b. Compute feature importances 
 c. Eliminate the less important feature 
 d. Evaluate  model performance with the remaining feature subset 
end 
• Result: Feature subset corresponding to the best model performance during iterations 
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while Figure 2 gives the iterative feature elimination workflow visual representation. Ultimately, the goal 
is to obtain a feature subset that maximizes classification accuracy with minimal complexity 
2.3.3 Recursive Feature Elimination with Cross-Validation (RFECV) 
Recursive Feature Elimination with Cross Validation (RFECV) is a strong algorithm that assists to remove 
and retain only the most important features from big data sets. Similar to RFE, it eliminates the less 
important features one at a time, but with a significant difference—RFECV employs cross validation at 
every step to evaluate how well the existing model fits with fresh (untrained) data. This automatically 
identifies the best features with the top cross-validation scores, providing more reliable sets of features to 
the estimate given. 
 

 
Fig 2. Workflow diagram of Recursive Feature Elimination (RFE). 
 
2.3.3 Recursive Feature Elimination with Cross-Validation (RFECV) 
Recursive Feature Elimination with Cross Validation (RFECV) is a strong algorithm that assists to remove 
and retain only the most important features from big data sets. Similar to RFE, it eliminates the less 
important features one at a time, but with a significant difference—RFECV employs cross validation at 
every step to evaluate how well the existing model fits with fresh (untrained) data. This automatically 
identifies the best features with the top cross-validation scores, providing more reliable sets of features to 
the estimate given. 
2.3.4 Select-K-Best 
Select-K-Best is a filter-based method that combines statistical tests and selects the highest K-value features 
of all input features. Each feature is evaluated independently (one-by-one) by metric methods such as chi-
squared, mutual information value or ANOVA F value, or mutual information, depending on the type 
of task, classifying or refining. This approach is computationally efficient, especially useful when it is 
necessary to reduce the speed and interpretation of features before modelling. 
2.1  Classifiers 
This section outlines the core classification algorithms utilized in the proposed system, emphasizing their 
interpretability, performance, and suitability for IoT-based intrusion detection. 
2.4.1 Random Forest (RF) 
Random Forest (RF) is a group learning algorithm introduced by L. Breiman in 2001 based on the 
Bagging (Bootstrap Aggregating) technique. The “forest” of the decision tree is constructed, each of which 
is trained on a randomly selected data subset (with replacement) and the final prediction is based on a 
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majority in all trees. This ensemble approach greatly reduces overfitting and variance and makes RF very 
robust, especially for large and high-dimensional data sets. Beyond classification, RF is widely used to 
select features, leveraging the intrinsic ability of decision trees to evaluate the feature importance. 
According to Genuer et al. [31], the importance of variables can be effectively measured by various indices 
such as Gini impurities, average accuracy decline, and permutation importance, each offering different 
perspectives on the importance of a characteristic for the predictive capability of the model. RF’s strengths 
lie in: 
• Handling missing or noisy data, 
• Capturing nonlinear relationships, 
• Managing multicollinearity, 
• Providing interpretable feature importance rankings. 
In this study, Random Forest is classifier as well as feature selection tool. Based on the computed 
importance scores, 40 key features are used for classification from the original 115-feature N-BaIoT 
dataset. The final classification outcome is aggregated from individual tree predictions, as expressed in 
Equation (1). 
 
𝐶(𝑡) = max

𝑝
1  𝐸𝑡[∑ (𝑐𝑖(𝑇) = 𝑃)𝐾

𝑖=1 ]               (1) 

The proposed method takes the training set T from the original dataset S and is further divided into 
subsets K. Each subset generates a K decision tree using random vectors. The classification result is C(t), 
and ci(T) represents the output of the ith decision tree and P represents the target class.  
Random Forest uses several hyperparameters to improve model accuracy and computational efficiency. 
Because of its inherent ability to handle high-dimensional data, RF effectively performs a functional 
selection process (FS). The importance of characteristics in the RF is usually quantified by Gini 
importance, which measures the contribution of each characteristic to the model.The Gini impurity at a 
node t is given by: 
 
             𝑖(𝑡) = 1 − 𝑓1

2 − 𝑓0
2                                        (2) 

where fj is the fraction of samples of class j∈{0,1}, calculated as:  
         𝑓𝑗 =

𝑛𝑗

𝑛
                                                          (3) 

Here, nj is the sample count in class j, and n is the total count of sample at node t. To evaluate feature 
splits, the decrease in impurity δi from a split is computed as: 
    δ𝑖(𝑡) = 𝑖(𝑡) − 𝑓𝑝

𝑖𝑖(𝑡𝑝) − 𝑓𝑞
𝑖𝑖(𝑡𝑞)                     (4) 

where tp and tq are child nodes resulting from a split on variable Θ, and fp, fq are the respective 
proportions of samples sent to each child. An exhaustive search over all potential split thresholds Θ is 
conducted, and the reduction in Gini impurity is aggregated for each feature using: 
             𝐼𝐺(Θ) = ∑ ∑ δ𝑖Θ(𝑡, 𝑇)𝑞𝑟                            (5) 
This cumulative score indicates how often a feature contributes to significant splits, guiding the selection 
of the most relevant attributes for the classifier. 
2.4.2. eXtreme Gradient Boosting (XGBoost) 
     Following feature selection via RF, XGBoost (XGB) is employed for botnet attack detection using the 
selected features. XGBoost is a robust ensemble technique that improves model performance through 
gradient-boosted decision trees [32]. Unlike RF, which builds independent trees, XGB constructs trees 
sequentially—each tree learns from the residuals of its predecessors, enhancing the predictive power 
iteratively [33]. 
    Each boosting round minimizes the residuals—i.e., the difference between actual values and predicted 
values. Once the residual falls below a predefined threshold, the training process concludes. Alternatively, 
if a set number of trees is reached before convergence, the most recent model is finalized 



International Journal of Environmental Sciences 
ISSN: 2229-7359 
Vol. 11 No. 5, 2025 
https://theaspd.com/index.php 
 

1147 

 

Key strengths of XGBoost include support for regularization, parallel processing, and efficient 
computation, making it faster and more scalable than standard gradient boosting methods. XGBoost's 
performance is evaluated using the objective function: 
P(θ)=t(θ)+r(θ)                                              (6) 
where θ denotes model parameters, t(θ) is the training loss, and r(θ) represents the regularization term 
[34]. 
2.2 Performance Analysis 0f Model 
  This study focuses on developing a classification model using training data sets and rigorously assessing 
their performance across the whole data set. To ensure a complete assessment, several evaluation metrics 
are used: accuracy (ACC), F1 scores, Kappa indexes, Matthew correlation coefficients (MCC), sensitivity 
(SE), specificity (SP), threat scores, and balance accuracy.  
These metrics collectively capture the classifier’s effectiveness across different performance dimensions—
including overall correctness, class balance handling, and robustness to imbalanced data. Additionally, 
Section 3.2 presents six confusion matrices, each corresponding to a different classifier, to further 
illustrate and compare classification performance in a visual and interpretable format. 
 
3. EXPERIMENTAL RESULTS 
Experimental comparison on the raw test data is performed using a hold-out validation strategy with 75% 
used for training and 25% for testing. Comparison of the performance of the classification model and 
the corresponding confusion matrices is shown in Sections 3.1 and 3.2. Additional information, 
including performance at varying train-test ratios, ROC curve analysis, and comparative benchmarking 
against the existing literature, is shown in Sections 3.3, 3.4, and 3.5. 
3.1. Performance Measures 
After applying Recursive Feature Elimination (RFE) with Random Forest (RF) and classifying the selected 
features using XGBoost (XGB), we assess the performance using various statistical metrics. To benchmark 
the  
effectiveness of the proposed method, five additional ML models are evaluating 
• RF-RF: RF classifier with RF-based feature selection 
• RF-RFE: RF classifier with RFE 
• RF-RFECV: RF classifier with RFECV 
• RF-SelectK: RF classifier with Select-K-best 
• RF-WFS: RF classifier without any feature selection 
Table3 Summarize classification performance of all models 
Table 3. Performance of Classification Algorithms.

 
Among these, the XGB-RF model demonstrated superior performance, achieving the highest accuracy 
(99.9426%), along with top scores in sensitivity, specificity, F1 score, and balanced accuracy (99.9683%). 
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It also recorded the lowest error rate (0.06%), significantly outperforming the other models. Conversely, 
the RF-WFS approach yielded the least favorable results. 
Additionally, execution efficiency was evaluated: on a system with an Intel Core i9 processor and 64 GB 
RAM, the XGB-RF model processed 57,458 test instances time of 0.0010063 seconds per instance—
indicating its suitability for real-time botnet detection. 
3.2 Evaluation on Different Train-Test Schemes 
While our proposed model primarily used a 75–25% train-test split, informed by prior experience, we 
also evaluated its robustness using 70–30% and 67–33% splits—approaches commonly used in N-BaIoT 
studies [35, 36]. As shown in Table 4, the variation in data split had minimal  
impact on performance, reaffirming the model’s stability across different data distributions. 
3.3 Confusion Matrix 
To analyze classification performance in a multi-class setting, confusion matrices are employed, 
particularly suited for datasets like N-BaIoT, which contain multiple attack categories. These matrices 
help visualize misclassifications and class-wise prediction accuracy. The confusion matrices for all 
evaluated classifiers are presented in Figure 3, offering deeper insight into the decision boundaries and 
prediction consistency of each model 
 
Table 4. Performance Evaluation on Different Train-Test Schemes 
 

 
 

 
Fig 3a. Confusion matrix for (a) RF-RF 
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3.4. ROC Curve Analysis 
As observed in Figure 3, the proposed XGB-RF model effectively classifies all attack types, including 
Gafgyt.udp, which is consistently misclassified by competing all other 5 different methods discussed in 
fig 3a,3b,3c,3d,3e through confusion Matrix. To further analyze this, we generated an ROC curve 
specifically for Gafgyt.udp vs. all other classes, as shown in Figure 4. The proposed model demonstrates 
a near-perfect AUROC ≈ 1.0, indicating outstanding discriminative power 

 
Fig 3b. Confusion matrix for XGB-RF 
 

 
Fig 3c. Confusion matrix for RF-RFECV 
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 Fig 3d. Confusion matrix for RF-RFE 
 

 
 
 Fig 3e. Confusion matrix for RF-Select 
 
In contrast, the ROC curves for the alternative methods almost completely overlap, suggesting similarly 
poor performance in this classification task. According to Mason et al. [37], an AUROC of ~1.0 aligns 
with Mann–Whitney U-statistics and reflects statistical significance (p < 0.001). Given this, additional 
significance testing such as ANOVA was deemed unnecessary. 
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Figure 3. Confusion matrix for RF-WFS 
 
3.5. Validation of Performance with Previous work 
To validate our model's generalizability, we compared it against several existing approaches (see Table 5). 
Notably, studies using the same N-BaIoT dataset include: 
Table 5. Comparative performance analysis of proposed method  
 

 
4. Conclusions 
As IoT continues to shape the fabric of our economic and societal systems, safeguarding its infrastructure 
becomes increasingly critical. Intrusion Detection Systems (IDS) remain a cornerstone of IoT security. 
This study proposed a hybrid XGB-RF machine learning system for efficient detection of IoT botnet 
attacks using the N-BaIoT dataset. Among five comparative schemes, the XGB-RF model consistently 
achieved superior results—boasting accuracy and sensitivity over 99%, with a 10% margin over baseline 
models. It achieved single-instance detection in just 0.0010063 seconds, supporting its real-time 
applicability. 
While the model excels in detecting known threats, identifying zero-day or unknown attacks remains a 
challenge. In future work, we aim to reduce detection latency further and explore generalization to 
unknown attacks, making the system even more adaptive to evolving IoT threat landscapes. 
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