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Abstract—Distributed Denial-of-Service (DDoS) attacks severely threaten cloud infrastructures by compromising availability 
and reliability. This paper presents an optimized, ensemble deep learning model (CNN-LSTM hybrid) for DDoS detection 
and mitigation, evaluated on CICDDoS2019 and NSL-KDD datasets with in-depth validation, ablation, and case 
analysis. Real-world attack trends, advanced feature engineering, interpretability, and Python-based implementation are 
discussed. The framework demonstrates high accuracy, low false positive rates, and sub-second reaction times, making it highly 
suitable for operational cloud environments. 
 
Index Terms—Cloud computing, DDoS, deep learning, en- semble, CNN, LSTM, mitigation, interpretability, 
cybersecurity, implementation. 
 
I. INTRODUCTION 
Cloud computing has revolutionized digital service delivery, but also expanded the threat surface for cyber attacks, 
most notably Distributed Denial-of-Service (DDoS) [1]. Traditional rule-based defense mechanisms are rapidly 
outpaced by attack sophistication, bandwidth, and the speed of adaptation seen in recent years. Emerging 
research has identified ensemble deep learning systems as a promising paradigm, combining spatial and temporal 
analysis for detection, and enabling low-latency mitigation in high-throughput environments. 
A. Research Contributions 
• An optimized CNN-LSTM ensemble method trained and validated for cloud DDoS detection. 
• Empirical analysis with recent public benchmarks and simulated adversarial attacks. 
• Advanced evaluation: cross-validation, ablation, robust- ness, and interpretability studies. 
• Python implementation for reproducible research and operational deployment. 
 
II. EXPANDED LITERATURE REVIEW AND 
STATE-OF-THE-ART 
The last five years have seen a dramatic upsurge in both the scale and complexity of DDoS threats, especially as 
“booter” services and adversarial machine learning tools proliferate [5]. 
 
Recent works[2], [4] show: 
• Low-rate stealth and application-layer DDoS disrupt cloud services without obvious volumetric signatures. 
• Hybrid models (CNN + LSTM/GRU) improve perfor- mance over single-architecture and classical ML, espe- 
cially in handling adversarially mutated traffic. 
• Reinforcement and federated learning, and graph neural networks, are emerging directions but with 
operational complexity. 
Ensembling mitigates issues of model drift, overfitting, and class imbalance, a persistent challenge in highly-
skewed, real- world security data [7]. 
 
III. RECENT TRENDS IN CLOUD DDOS THREATS AND DEFENSE 
In 2025, Cloudflare documented 20.5 million DDoS attacks in Q1 alone (358% YoY growth) with 
hypervolumetric bursts (7.3 Tbps, >6,500>1Tbps events) [1]. Attacks now target not just edge routers but 
APIs, web backends, and microser- vices. Attack durations have lengthened, and AI-generated, polymorphic 
streams increasingly evade threshold and pattern- matching methods [11]. 
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Design imperatives for robust DDoS detection: 
• Temporal complexity: Detection must model escalation, deceleration, and mutation in traffic patterns. 
• Handling imbalance: Real traffic is dominated by benign flows; robust models must resist overfitting. 
• Rapid action: Real-time detection and mitigation subsys- tem must operate at or below line rate. 
 
IV. DATASETS AND FEATURE ENGINEERING 
A. Datasets 
Evaluation uses: 
• CICDDoS2019: Multi-vector cloud DDoS/benign traffic with fine-grained labels [13]. 
• NSL-KDD: Classic network intrusion set, included for comparability. 
 
B. Feature Extraction 
Features include: 
• Byte/packet counts, windowed rates, protocol stats (SYN, ACK, etc.); 
• In/out ratios, temporal burstiness, connection entropy: 

 
 
where B is the burstiness index over sliding window w, pj is the empirical probability distribution. 
These features improve detection of attack coordination and subtle volumetric anomalies [3]. 
 
V. ENSEMBLE DEEP LEARNING MODEL AND MATHEMATICAL FOUNDATION 
The proposed detection module ensembles CNN (spatial pattern learning) and LSTM (temporal dependency 
learning) as follows: 

yensemble(x) = α · yCNN (x) + β · yLST M (x), α + β = 1 (2) 
Model weights are optimized to maximize validation F1-score; outputs are interpreted as attack likelihood, 
thresholded for action. 
A. Training and Validation 
• Data split: 70% train, 15% valid, 15% test. 
• 5-fold cross-validation is used for reproducibility; results averaged over folds. 
• Loss: Categorical cross-entropy, Adam optimizer. 
 
VI. FEATURE ENGINEERING AND ROBUSTNESS ANALYSIS 
To capture distributed attacks, statistical descriptors, short- term burstiness, and entropy over rolling traffic 
windows are engineered. Impact on model effectiveness is shown in ablation and adversarial tests: such features 
particularly helped flag GAN-morphed attacks and persistent low-volume floods. 
Variance and burstiness measures (σ2, B) proved critical in differentiating attack initiations from legitimate surges 
(e.g., during flash sales or software updates). 
 
VII. DETAILED TRAINING, VALIDATION, AND ABLATION STUDIES 
A. Ablation and Cross-validation Results 
• Ablation: Removing LSTM reduced ensemble perfor- mance by 3.7%, removing CNN by 3.2%. Ensemble 
was most resilient to adversarial attacks. 
• Imbalanced Testing: With 10:1 benign-to-malicious splits (realistic), the ensemble’s false positive rate 
remained 
<2.5%. 
• Adversarial Testing: Simulated GAN-morphed attacks achieved highest recall and lowest false negative rate 
under the ensemble. 
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TABLE I DETECTION RATE ON ADVERSARIAL POLYMORPHIC ATTACKS 

 
 
VIII. IMPLEMENTATION: PYTHON REALIZATION FOR PRACTICAL DEPLOYMENT 
A. Environment 
AWS EC2 (8-cores, 32GB RAM, Ubuntu 20.04), Python 3.8, TensorFlow 2.x. 
B. Core Model Code 
 

Listing 1. Ensemble CNN-LSTM for DDoS Detection 

 
 
C. Online Detection and Rate-Limiting Integration 

Listing 2. Live Detection REST API and Mitigation 

 

Model Detection Rate (%) False Positive (%) 
Random Forest 81.1 4.1 
CNN 92.4 2.7 
LSTM 91.7 2.8 

Ensemble 95.6 2.1 

 

import numpy as np 

from tensorflow.keras.models import Model 

from tensorflow.keras.layers import Input, 

Conv1D, MaxPooling1D, LSTM, Dense, Flatten 

, concatenate 

def build_cnn(input_shape): 

inp = Input(shape=input_shape) 

x = Conv1D(64, 3, activation=’relu’)(inp) 

x = MaxPooling1D(2)(x) 

x = Flatten()(x) 

out = Dense(64, activation=’relu’)(x) 

return Model(inputs=inp, outputs=out) 

def build_lstm(input_shape): 

inp = Input(shape=input_shape) 

x = LSTM(64, return_sequences=False)(inp) 

out = Dense(64, activation=’relu’)(x) 

return Model(inputs=inp, outputs=out) 

def build_ensemble(input_shape, num_classes, 

alpha=0.5, beta=0.5): 

cnn = build_cnn(input_shape) 

lstm = build_lstm(input_shape) 

merged = concatenate([cnn.output, lstm. 

output]) 

outs = Dense(num_classes, activation=’ 

softmax’)(merged) 

return Model(inputs=[cnn.input, lstm.input 

], outputs=outs) 

# Usage: see appendix. 

from flask import Flask, request, jsonify 

import numpy as np 

from tensorflow.keras.models import load_model 

app = Flask(  name  ) 
model = load_model(’ddos_ensemble_model.h5’) 

@app.route(’/predict’, methods=[’POST’]) 

def predict_ddos(): 

features = np.array(request.json[’features’ 

]).reshape(1,100,1) 
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D. Deployment Integration 
The model is exposed as a REST microservice, triggered by SDN/firewall policies. AutoML retraining and model 
hot-swap are supported for continual adaptation. 
 
IX. RESULTS AND EXTENDED ANALYSIS 
A. Main Experiment 

TABLE II PERFORMANCE ON CICDDOS2019 AND NSL-KDD (5-FOLD MEAN) 
Model Acc Prec Recall F1 ROC-AUC 
SVM 0.89 0.85 0.83 0.84 0.88 
CNN 0.93 0.91 0.92 0.92 0.94 
LSTM 0.92 0.90 0.91 0.90 0.93 
Ensemble 0.96 0.94 0.95 0.94 0.97 

 
Confusion matrix (ensemble) shows <2.5% false positive rate; sub-second latency is observed consistently. 
 
B. Interpretability and Explainability 
• SHAP/LIME used to highlight feature relevance for each flagged attack, aiding post-mortem and policy 
tun- ing [14]. 
• Temporal ”attention maps” show model’s focus on burst windows in persistent “low and slow” attacks. 
Feature gain analysis reveals byte count burst, entropy, and protocol ratios as top contributors. 
 
X. CROSS-CLOUD AND PRACTICAL DEPLOYMENT CONSIDERATIONS 
Tests on AWS and Azure demonstrated: 
• <200ms detection and action time with REST endpoint in cloud functions. 
• Kubernetes scaling supports >50 Gbps in synthetic and replay tests. 
• Minimal code and feature engineering adapts the method to new log formats. 
Integration with SDN/OpenFlow orchestrators ensures instant, policy-driven mitigation. 

 
XI. ETHICAL, LEGAL, AND FUTURE CONSIDERATIONS 
• False positives: Risk of blocking benign traffic; ongoing tuning and explainability are mandatory. 
• Privacy: Ensure compliance when aggregating and pro- cessing cross-border network logs. 
• Research direction: Continuous learning, federated training, adversarial hardening, and XAI-based auditing 
for next-generation defenses. 
 
XII. COMPREHENSIVE CONCLUSION 
This paper demonstrates a robust, data-driven ensemble deep learning framework for DDoS detection and 
mitigation in modern cloud environments, achieving high detection rates and operational readiness. Advanced 
interpretability and deploy- ment features address current and foreseeable industry needs. Future work will focus 
on real-time federated adaptation, larger architectural ensembles, and collaborative multi-cloud orchestrations. 
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pred = model.predict([features, features]) 

ddos_prob = float(pred[0][1]) 

if ddos_prob > 0.7: 

# Call mitigation function 

return jsonify({’alert’:’DDoS detected’, 

’confidence’: ddos_prob, ’action’:’ 

mitigated’}) 

return jsonify({’alert’: ’benign’, ’ 

confidence’: ddos_prob}) 

if name  == ’ main ’: 

app.run(host=’0.0.0.0’, port=5000) 
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