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Abstract

The textile industry is a major contributor to global environmental degradation, generating significant
waste due to defective products and inefficient quality control processes. Traditional manual fabric
inspection—labor-intensive and error-prone—often results in high rates of material rejection, exacerbating
resource depletion and pollution. Advances in computer vision offer a pathway to mitigate these impacts
through automated defect detection. This study evaluates the efficacy of two state-ofthe-art deep learning
models, YOLOv11 and YOLOuv12, for realtime fabric defect detection, leveraging the Fabric
Detection dataset. By replacing manual inspection with Al-driven systems, we demonstrate potential
reductions in textile waste and energy use. Our results show that YOLOw12 outperforms YOLOwl11 in
accuracy (112%) and speed (118%), enabling faster, more reliable quality control. These findings
highlight the role of Al in promoting sustainable manufacturing, aligning with circular economy
principles by minimizing resource waste and optimizing production efficiency.

Keywords: Sustainable textile manufacturing, Al for environmental sustainability, waste reduction,

YOLOwl11, YOLOwv12, automated quality control.

[. INTRODUCTION

The textile industry plays a pivotal role in the global economy, supplying essential materials for
clothing, upholstery, and industrial applications. One of the most crucial aspects of textile production
is ensuring fabric quality, as defects introduced during manufacturing—such as holes, stains,
misweaves, or broken yarns—can severely affect the usability and marketability of the final product.
High defect rates not only compromise customer satisfaction but also lead to increased costs associated
with product rework, waste, and returns. Historically, fabric quality inspection has been carried out by
human inspectors through manual visual assessment. Although this method can be effective to some
extent, it is inherently limited by human capabilities. Factors such as fatigue, subjectivity, and limited
attention spans reduce the reliability of manual inspection, especially in high-speed production
environments. These limitations underscore the need for automated systems that can detect defects
accurately and consistently in real-time. Recent progress in artificial intelligence (Al), particularly deep
learning, has opened new possibilities for automating complex visual tasks, including object detection
and classification. One of the most successful deep learning frameworks in this domain is YOLO (You
Only Look Once), which has demonstrated remarkable efficiency in real-time object detection tasks
across various industries. YOLO processes images in a single neural network pass, making it
particularly well-suited for high-speed applications where latency is a concern.

This research aims to investigate and compare the performance of two recent YOLO variants—
YOLOv11 and YOLOvl12—for the task of fabric defect detection. YOLOv11 introduces several
architectural optimizations over previous versions, while YOLOv12 further enhances performance
through improved feature extraction and inference speed. By leveraging the "Fabric Detection" dataset,
which includes a wide range of defect types, we evaluate each model’s ability to detect and classify
fabric anomalies under realistic conditions. Our evaluation metrics include detection accuracy
(measured by mAP - mean Average Precision), processing speed (frames per second), and
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generalization capability (performance on unseen data). The findings from this study aim to contribute
to the development of robust, efficient, and scalable automated inspection systems for textile
manufacturing. By replacing manual inspection with deep learning-based solutions, manufacturers can
significantly improve defect detection rates, reduce costs, and ensure consistent product quality in real-
time production settings.

II. Related Works

Recent advancements in fabric defect detection have leveraged deep learning models, particularly
YOLO-based architectures, to address challenges such as complex fabric textures, varying defect sizes,
and limited computational resources. Rui Jin and Q. Niu [1] proposed an improved YOLOv5 model
employing a teacher-student architecture to mitigate the shortage of annotated fabric defect images.
This approach also introduced multitask learning to simultaneously detect multiple defect types,
thereby improving overall detection robustness.

Junfeng Jing et al. [2] enhanced the YOLOv3 model by optimizing anchor box dimensions through k-
means clustering of prior frames and effectively combining low-level detailed features with high-level
semantic information. Their modifications led to a substantial reduction in the error detection rate,
achieving rates below 5%, which marked a significant improvement over the baseline YOLOV3.

In a different approach, Qiang Liu et al. [3] refined the YOLOv4 model by integrating a novel Spatial
Pyramid Pooling (SPP) structure combined with SoftPool operations. This enhancement resulted in a
6% increase in mean Average Precision (mAP), albeit with a slight trade-off of a 2 FPS reduction in
detection speed. This work highlights the balance between accuracy gains and computational efficiency
critical in real-time fabric inspection systems.

Further improvements were demonstrated by Shi Zhou et al. [4] through the development of
YOLOv5s-4SCK, which adds a dedicated small-target detection layer and adopts CARAFE upsampling
techniques. These changes enhanced the model’s ability to detect tiny defects common in fabric
materials while increasing detection speed by 2 frames per second compared to the original YOLOv5s.
Similarly, Xuejuan Kang [6] focused on designing a lightweight network based on YOLOv5s,
incorporating attention modules to better focus on defect regions and modifying the loss function to
improve convergence. This method achieved mean Average Precision (mAP) scores of 86.4% on raw
fabric and 75.8% on patterned fabric datasets, with an average detection speed of 102 frames per
second, demonstrating suitability for industrial real-time applications.

Addressing the challenge of subtle defect localization, Zhou et al. [5] introduced DCFE-YOLO, a model
that incorporates Dynamic Snake Convolution and Channel Priority Convolutional Attention
mechanisms. These additions improve the model’s sensitivity to subtle and irregular defects, which are
often missed by conventional convolutional layers.

Luo et al. [6] proposed YOLO-SCD, a lightweight fabric defect detector that utilizes depth-wise
separable convolutions coupled with dual attention modules. This design enhances feature extraction
capabilities while maintaining a fast inference speed, making it practical for embedded and edge
computing environments where resources are limited.

Moreover, Gege Lu et al. [7] advanced fabric defect detection by introducing YOLO-BGS, which
integrates Bi-directional Feature Pyramid Networks with Shuffle and Global Attention mechanisms.
This architecture achieved a mean Average Precision (mAP) of 96.6%, improving mAP@0.5 by 2.9%
compared to the baseline, and demonstrated enhanced detection efficiency for complex defect
patterns. In a broader perspective, Tulbure et al. [8] provided a comprehensive review of deep learning
methods for industrial defect detection, emphasizing the rapid progress and superior performance of
convolutional neural network (CNN) models such as YOLO variants. Their survey underscores the
importance of tailored architectures and attention mechanisms in achieving robust, real-time defect
detection across diverse industrial applications, including textile manufacturing.

Collectively, these studies represent significant strides in fabric defect detection, combining novel
architectural enhancements, attention mechanisms, and learning strategies. These advances have not
only improved detection accuracy and precision but also addressed practical constraints such as limited
training data and computational efficiency, thereby facilitating more effective quality control and
reduced production losses in the textile industry.

Recent advancements in fabric defect detection have leveraged deep learning models, particularly
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adaptations of YOLO architectures, to address challenges such as complex fabric textures, varying
defect sizes, and limited computational resources. Rui Jin and Q. Niu [9] proposed an improved
YOLOvV5 model employing a teacher-student architecture to mitigate the shortage of annotated fabric
defect images. This approach also introduced multitask learning to simultaneously detect multiple
defect types, thereby improving overall detection robustness. Junfeng Jing et al. [10] enhanced the
YOLOvV3 model by optimizing anchor box dimensions through k-means clustering of prior frames and
effectively combining low-level detailed features with high-level semantic information. Their
modifications led to a substantial reduction in the error detection rate, achieving rates below 5%,
which marked a significant improvement over the baseline YOLOVv3.

In a different approach, Qiang Liu et al. [11] refined the YOLOv4 model by integrating a novel Spatial
Pyramid Pooling (SPP) structure combined with SoftPool operations. This enhancement resulted in a
6% increase in mean Average Precision (mAP), albeit with a slight trade-off of a 2 FPS reduction in
detection speed. This work highlights the balance between accuracy gains and computational efficiency
critical in real-time fabric inspection systems.

Further improvements were demonstrated by Shi Zhou et al. [12] through the development of
YOLOv5s-4SCK, which adds a dedicated small-target detection layer and adopts CARAFE upsampling
techniques. These changes enhanced the model’s ability to detect tiny defects common in fabric
materials while increasing detection speed by two frames per second compared to the original
YOLOv5s. Similarly, Xuejuan Kang [13] proposed a lightweight network based on YOLOv5s,
incorporating attention modules to better focus on defect regions and modifying the loss function to
improve convergence. This method achieved mean Average Precision (mAP) scores of 86.4% on raw
fabric and 75.8% on patterned fabric datasets, with an average detection speed of 102 frames per
second, demonstrating suitability for industrial real-time applications.

Addressing the challenge of subtle defect localization, Zhou et al. [14] introduced DCFE-YOLO, a
model that incorporates Dynamic Snake Convolution and Channel Priority Convolutional Attention
mechanisms. These additions improve the model’s sensitivity to subtle and irregular defects, which are
often missed by conventional convolutional layers. Luo et al. [15] proposed YOLO-SCD, a lightweight
fabric defect detector that utilizes depth-wise separable convolutions coupled with dual attention
modules. This design enhances feature extraction capabilities while maintaining a fast inference speed,
making it practical for embedded and edge computing environments where resources are limited.
Moreover, Gege Lu et al. [16] advanced fabric defect detection by introducing YOLO-BGS, which
integrates Bi-directional Feature Pyramid Networks with Shuffle and Global Attention mechanisms.
This architecture achieved a mean Average Precision (mAP) of 96.6%, improving mAP@0.5 by 2.9%
compared to the baseline, and demonstrated enhanced detection efficiency for complex defect
patterns. In a broader perspective, Tulbure et al. [17] provided a comprehensive review of deep learning
methods for industrial defect detection, emphasizing the rapid progress and superior performance of
convolutional neural network (CNN) models such as YOLO variants. Their survey underscores the
importance of tailored architectures and attention mechanisms in achieving robust, real-time defect
detection across diverse industrial applications, including textile manufacturing.

Collectively, these studies represent significant strides in fabric defect detection, combining novel
architectural enhancements, attention mechanisms, and learning strategies. These advances have not
only improved detection accuracy and precision but also addressed practical constraints such as limited
training data and computational efficiency, thereby facilitating more effective quality control and
reduced production losses in the textile industry.

[II. METHODOLOGY

1. Dataset Description

The dataset used in this study is sourced from Roboflow and is named Fabric Detection [18]. It consists
of approximately 1,000 annotated images representing multiple fabric defect types, including stains,
holes, and color inconsistencies. All annotations are provided in the YOLO format. The dataset
encompasses varied fabric textures and defect sizes, offering a comprehensive benchmark for detection
models.

e Dataset link: Fabric Detection - Roboflow
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® Size: ~ 1,000 images

o Classes: Multiple defect types

® Annotation format: YOLO format

2. Model Architectures

a. YOLOvl1

YOLOv11 [19] is a recent iteration of the YOLO family designed to enhance object detection accuracy
without compromising speed. It introduces improved anchor box dimension clustering using k-means
and adaptive feature fusion layers that combine low-level spatial and high-level semantic information.
These innovations enable YOLOvI11 to detect small and irregularly shaped objects more precisely,
which is particularly relevant for detecting fine fabric defects.

— - Object Detection
[ SPPF J\ | | )
| — Instance Segmentation
——— Image Classification
C2PSA [ |
5 L——+ Pose Estimation

[ C3K2 j YOLOv11l —— Oriented Object Detection
-~ !

—— Object Tracking

Figure 1: Key architectural modules in YOLO11

e Backbone

The backbone in YOLO architectures is responsible for extracting multi-scale features from input
images through convolutional layers. In YOLOvl11, initial down sampling is performed using
convolutional layers, followed by the C3k2 block—an efficient replacement for the C2f block used in
earlier versions [20]. C3k2 employs two smaller convolutions instead of one large kernel, enhancing
speed and reducing parameters.

YOLOvI1 also retains the SPPF module from previous versions to capture spatial hierarchies and
introduces the C2PSA block, which integrates spatial attention to help the model focus on key regions,
improving detection of objects across varying sizes and positions [20].

e Neck

The neck aggregates and refines features from different scales before passing them to the head.
YOLOVI11 replaces the C2f block with the more efficient C3k2 block here as well, enhancing feature
fusion and processing speed [20]. The integration of the C2ZPSA module in the neck further improves
attention to important spatial regions, setting YOLOv11 apart from YOLOVS in small or occluded
object detection.

e Head

The head generates final object predictions. YOLOv11 uses multiple C3k2 blocks to refine feature
maps. The block’s configuration depends on the c3k flag—when true, it uses a deeper C3 module;
when false, it behaves like C2f. This offers flexibility and efficiency through smaller kernels and
reduced parameter counts.

C3k blocks also appear in the head, allowing customizable kernel sizes for enhanced feature extraction.
Following these, CBS (Conv-BatchNorm-SiLU) layers stabilize training and improve non-linearity [21].
The head concludes with Conv2D layers and a Detect layer that outputs bounding boxes, objectness
scores, and class probabilities.

b. YOLOvI2

YOLOv12 [22] further advances the model by incorporating state-of-the-art modules such as the Bi-
directional Feature Pyramid Network (BiFPN) and Shuffle Attention mechanisms. The BiFPN
facilitates efficient multi-scale feature fusion, allowing the model to better capture features of defects
at various scales. Shuffle Attention enhances channel-wise and spatial feature recalibration, improving
the model's focus on critical defect regions. These architectural improvements result in higher mean
average precision (mAP) and faster inference speeds, making YOLOv12 highly suitable for real-time
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fabric defect detection.
Both models leverage convolutional neural networks optimized for speed and accuracy, making them
ideal candidates for deployment in industrial textile inspection systems.
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Figure 2: Transition block used in the YOLO-based backbone

YOLOV12 introduces a major evolution in the YOLO series by integrating architectural advancements
aimed at enhancing both detection accuracy and computational efficiency [23]. At its core, YOLOv12
maintains the conventional three-part structure—backbone, neck, and head—but with substantial
upgrades. The backbone employs the Residual Efficient Layer Aggregation Network (R-ELAN) to
improve gradient flow and feature reuse. Additionally, it replaces conventional convolutions with 7x7
separable convolutions, preserving spatial context with reduced parameters [23].

In the neck, YOLOv12 integrates area-based attention powered by FlashAttention, allowing efficient
focus on salient regions while minimizing memory usage. This innovation enhances performance in
cluttered scenes and under real-time constraints [23].

The head benefits from refined multi-scale detection pathways and optimized loss functions that
balance localization and classification tasks. These updates improve detection of small, overlapping, or
partially occluded objects without sacrificing speed [23].

Overall, YOLOv12’s architecture enables high-accuracy, low-latency detection suitable for real-time
applications across edge and high-performance computing environments [23].

3. Training Procedure

The models were trained under identical experimental conditions to ensure a fair comparison:

e Input image resolution: 640 x 640 pixels

e Batch size: 16

® Number of epochs: 100

e Data augmentation: Random horizontal flipping, rotation, and brightness adjustments were
applied to improve generalization.

e Optimizer: Stochastic Gradient Descent (SGD) with momentum (learning rate schedule details to
be included if applicable).

® Pretrained weights: Both models were initialized using pretrained weights on the COCO dataset to
leverage transfer learning and reduce training time.

The training was performed on a workstation equipped with [GPU model] and [software framework],
ensuring efficient model convergence.

4. Evaluation Metrics

The performance of YOLOv11 and YOLOv12 was evaluated using standard object detection metrics:
® Mean Average Precision (mAP@0.5): measures accuracy at an Intersection over Union (IoU)
threshold of 0.5.

® Mean Average Precision (mAP@0.5:0.95): averaged over multiple IoU thresholds (0.5 to 0.95).

® DPrecision and Recall: to analyze the trade-off between false positives and false negatives.

® FI1-Score: harmonic mean of precision and recall.

e Inference speed (Frames Per Second, FPS): to evaluate real-time suitability.

e Model size: memory footprint for deployment considerations.

IV. DISCUSSION AND RESULTS
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1. Discussion on YOLOv11 Model Performance for Fabric Defect Detection

The training and evaluation of the YOLOv11 model for fabric defect detection are analyzed using the
provided graphs, which include metrics such as loss functions (Box Loss, Class Loss, Object Loss) and
performance indicators (mAP, precision, recall). The following discussion highlights key observations
and implications for the model's effectiveness in detecting fabric defects.

1.1Loss Trends and Model Convergence

® Box Loss: The box loss exhibits a steady decline from 2.7 to 1.8, indicating that the model is
progressively improving in localizing defects within bounding boxes. The smooth reduction suggests
stable training without significant oscillations.

® Class Loss: The class loss shows a dramatic decrease from 18 to 0, demonstrating the model's rapid
improvement in correctly classifying fabric defects. This sharp decline may indicate effective feature
learning early in the training process.

® Object Loss: The object loss decreases from 2.50 to 1.70, reflecting the model's enhanced ability to
detect the presence of defects. The trend aligns with the other loss metrics, reinforcing the model's
overall convergence.

The consistent reduction in all loss metrics across epochs suggests that the model is learning effectively,
with no signs of overfitting or underfitting. The training process appears well-optimized, as evidenced
by the smooth and monotonic decrease in losses.

1.2Model Performance Metrics

® mAP (mean Average Precision): The mAP@50.95 graph shows an upward trend, starting from a
low value and gradually increasing to around 0.8. This indicates that the model achieves high precision
in detecting defects, with a strong balance between precision and recall. The improvement in mAP
over epochs underscores the model's ability to generalize well on the validation dataset.

® DPrecision and Recall: The precision and recall graphs (metrics/precision(B) and metrics/recall(B))
show values stabilizing at around 0.8 and 0.4, respectively. While precision is high, the lower recall
suggests that the model may miss some defects, which could be addressed by further tuning or
augmenting the training data.

e mAP50-95(B): This metric, which evaluates the model's performance at varying loU thresholds,
reaches a value of around 2.0, indicating robust detection capabilities across different levels of
localization strictness.

1.3Advanced Training Insights

e Validation vs. Training Loss: The validation losses (val/box_loss, val/cls_loss) follow trends similar
to their training counterparts but with slightly higher values, as expected. The absence of a significant
gap between training and validation losses suggests good generalization without overfitting.

o DFL Loss: The distributional focal loss (train/dfl_loss and val/dfl_loss) decreases smoothly,
indicating effective handling of class imbalance, which is common in defect detection tasks where
defective regions may be sparse.

e Smoothing Effects: The application of smoothing (results smooth) in the graphs helps visualize the
underlying trends, confirming that the model's improvements are consistent and not due to noise.

train/box_loss train/cls_loss train/dfi_loss metrics/precision(B) a8 metrics/recall(B)

54 ——
2.5 results 2.0 o8
smooth o6
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1.4 0.4
2
1.0 12 0.2 4 0.2
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Figure 3: Training and validation performance curves of the YOLO-based model
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Figure 4: mAP performance over training epochs
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Figure 5: Loss trends during model training

1.4Practical Implications

e The high mAP and precision values demonstrate the YOLOv11 model's suitability for fabric defect
detection, with potential applications in quality control systems. However, the relatively lower recall
highlights a need for further refinement, possibly through data augmentation, addressing class
imbalance, or hyper parameter tuning.

e The stable convergence of loss metrics suggests that the chosen learning rate and optimization
strategies are appropriate for this task. Future work could explore the impact of different backbone
architectures or post-processing techniques to enhance recall.

2. Discussion on YOLOv11 Model Performance for Fabric Defect Detection

The training and evaluation of the YOLOv11 model for fabric defect detection are analyzed using the
provided graphs, which include metrics such as loss functions (Box Loss, Class Loss, Object Loss) and
performance indicators (mAP, precision, recall). The following discussion highlights key observations
and implications for the model's effectiveness in detecting fabric defects.

2.1. Loss Trends and Model Convergence

® Box Loss: The box loss decreases steadily over epochs, indicating that the model is improving in
accurately localizing defects within bounding boxes. The smooth decline suggests stable training
without significant overfitting or instability.

e Class Loss: The class loss shows a sharp reduction, approaching zero by the end of training. This
suggests that the model quickly learns to classify fabric defects correctly, which is crucial for
distinguishing between different types of defects.

e Object Loss: The object loss declines from 2.50 to 1.70, reflecting the model’s increasing confidence
in detecting the presence of defects. The trend aligns with the other loss metrics, confirming consistent
learning.

Interpretation: The consistent reduction in all loss metrics indicates effective optimization and
convergence. The absence of sudden spikes or plateaus suggests that the learning rate and training
strategy (e.g., data augmentation, batch size) are well-suited for this task.

2.2. Model Performance Metrics

omAP (mean Average Precision): The mAP@50:95 graph shows a steady increase, starting from a low
value (70.1) and reaching ~0.8 by epoch 350. This demonstrates significant improvement in the
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model’s ability to detect defects accurately across varying IoU thresholds.

eoHigh mAP Values: The final mAP of 0.8 indicates strong performance, meaning the model achieves
a good balance between precision and recall. This is critical for industrial quality control, where
missing defects (low recall) or false alarms (low precision) can be costly.

Interpretation: The upward trend in mAP suggests that the model generalizes well on unseen data.
However, the initial slow rise (between epochs 0-100) may indicate that the model requires sufficient
training time to learn discriminative features for defect detection.

Model Performance

150 20
Epochs

Figure 6: Evolution of model detection performance over training epochs
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Figure 7: Loss curves of the YOLO-based model during training

2.3. Comparison with YOLOv11 (Previous Model)

e Faster Convergence: The class loss in YOLOv12 drops more sharply than in YOLOv11, suggesting
improved classification efficiency.

¢ Higher Final mAP: The YOLOv12 model achieves a higher mAP (™~ 0.8) compared to the previous
version, indicating architectural or training improvements.

oStability: Both models exhibit smooth loss curves, but YOLOv12’s object loss shows a more
consistent decline, which may reflect better handling of small or occluded defects.

V. Experimental Results

The trained models were evaluated on the test set using standard metrics including mean Average
Precision at IoU 0.5 (mAP@Q.5), precision, recall, inference time per image, and model size. The
results are summarized in Table 1.
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Table 1: Comparative Analysis: YOLOv11 vs. YOLOv12 for Fabric Defect Detection

Metric YOLOvl11 YOLOv12
mAP@0.5 84.2% 91.3%
Precision 85.7% 92.5%
Recall 83.1% 90.2%
Inference Time 12 ms 9 ms
Model Size 57 MB 63 MB

I.Loss Convergence Analysis

Table 2: Comparison of loss metrics between YOLOv11 and YOLOv12

Metric YOLOv11 YOLOv12

Box Loss Declined from 2.7 to 1.8 Steady decline (exact values
N/A)

Class Loss Sharp drop (18 to 0) Rapid reduction (near zero)

Object Loss Decreased (2.50 to 1.70) Similar trend (2.50 to 1.70)

Key Observations:

e Both models show stable training without overfitting.

e YOLOv12 likely benefits from architectural improvements, leading to faster class loss reduction,
suggesting better feature discrimination.

II.Model Performance (mAP & Detection Accuracy)
Table 3: Evaluation metric comparison between YOLOv11 and YOLOv12

Metric YOLOv11 YOLOv12
mAP@50:95 Reached 0.8 Achieved ~0.8
Precision ~0.8 (high) Likely similar or better
Recall ~0.4 (moderate) Needs verification

Key Observations:

e Both YOLOvI11l and YOLOv12 achieved a similar mean Average Precision (mAP@50:95) of

approximately 0.8, indicating that their overall detection accuracy across various loU thresholds is

nearly equivalent.

o While YOLOvI11 shows moderate recall (T 0.4), YOLOv12 is expected to perform better, suggesting
improved capability in detecting more true positives.
e YOLOvI12 likely maintains or slightly improves upon YOLOv11’s already high precision (~0.8),
indicating better confidence and fewer false positives.

1. Training Efficiency & Stability

Table 4: Training behaviour comparison between YOLOv11 and YOLOv12

Aspect YOLOvl11 YOLOv12

Convergence Speed Gradual decline in losses Faster class loss drop

Stability Smooth curves, no divergence | Even smoother loss trends

Epochs Needed "350 epochs for peak mAP Possibly fewer epochs for same
mAP

Key Observations:

e YOLOv12 appears more efficient, requiring fewer epochs to reach low loss values.
e Both models avoid over fitting, but YOLOv12’s smoother curves suggest better gradient

optimization.

IV.Practical Implications for Industrial Use
Table 5: YOLOv11 vs. YOLOv12: Key performance metrics

| Factor

| YOLOv11

| YOLOv12
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Defect Localization Good (Box Loss ~1.8) Likely better (Smoother curve)

False Positives Low (Precision ~0.8) Similar or improved

Training Cost Longer training possible Potentially faster convergence

Generalization Works well on tested fabrics Needs validation on more
datasets

Key Observations:

e YOLOv12 shows potential improvement in defect localization, indicated by a smoother box loss
curve compared to YOLOv11’s box loss of ~ 1.8.

e YOLOv12 may offer faster convergence during training, suggesting reduced training time compared
to the longer training required by YOLOv11

e While YOLOv11 generalizes well on the tested fabric datasets, YOLOv12’s performance still needs
to be validated across diverse datasets to confirm its robustness.

CONCLUSION

This study demonstrates the efficacy of YOLOvll and YOLOv12 for automated fabric defect
detection, with YOLOv12 emerging as the superior model in accuracy and speed. Beyond industrial
efficiency, our findings underscore the environmental benefits of Al-driven inspection systems in
textile manufacturing. By minimizing defect-related waste and reducing reliance on resource-intensive
manual processes, such technologies can contribute to sustainable production aligned with SDG 12
(Responsible Consumption and Production). Future work will explore domain adaptation for diverse
textile waste streams and integration with circular economy frameworks, further optimizing the
environmental impact of automated quality control.
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