International Journal of Environmental Sciences
ISSN: 2229-7359

Vol. 11 No. 18s, 2025
https://theaspd.com/index.php

Real-Time Image Fusion Using Nature-Inspired Optimization
Techniques

Anuj Gupta', Ashu Goyal’, Vineeta’, Uma Tomer*, Aman Singh Saluja’, Er. Neeraj Yadav®
'Department Information Technology, Galgotias College of Engineering and Technology, Greater Noida,
Uttar Pradesh, er.anujgupta013@gmail.com

‘Department of Computer Science & Engineering , SSCSE, Sharda University, Greater Noida, U.P.,
India, ajainashu@gmail.com

‘Department of Computer Science & Engineering , GL Bajaj Institute of Technology and Management ,
vineetal 607@gmail.com

*Department of Information Technology, GL Bajaj Institute of Technology and Management, Greater
Noida, India, uma.tomer@gmail.com,

‘Department of Computer Science and Engineering, S R Group of Institutions, Jhansi,
Amansaluja@srgi.ac.in

®Department of Computer science and engineering , Sr group of institutions Jhansi,U.P,India,
neerajyadavese09@gmail.com

Abstract

This paper presents a real-time image fusion method utilizing a nature-inspived optimization technique. The approach
enhances adaptability by employing an objective function to determine the most suitable parameters for image fusion
processes. To accomplish this, various techniques such as bilateral and speckle filtering, gamma correction for image
enhancement, and fusion through stationary wavelet transform (SWT) are integrated. The optimization of these
techniques is guided by the Yellow Saddle Goatfish (YSG) algorithm, which mimics the foraging behavior of the fish.
The YSG algorithm stands out among other nature-inspired methods due to its strong exploration capabilities, making
it effective in identifying optimal solutions. The proposed method is assessed using both quantitative metrics and visual
evaluation. The findings reveal that the optimal parameters differ for each image, indicating the YSG algorithm’s
ability to adapt based on image-specific characteristics. Moreover, the experimental results confirm that the proposed
fusion model produces higher-quality fused images compared to traditional approaches.
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1. INTRODUCTION

Digital image processing is gained popularity in the medical field for diagnosis and assessment of medical
problems. For the diagnosis purposes, a good quality digital image is required [1]. However, in the real
scenario, the image faces numerous challenges, such as low contrast, noise, and redundancy. To overcome
these challenges, pre-processing of the image is done before generating the final output image. In the pre-
processing stages of the image, noise filtering, enhancement is done and fusion method is performed in
the final stage. In the literature, numerous pre-processing methods have been proposed by researchers for
medical images. From the analysis, we have found existing pre-processing methods, pre-process the various
images at same level. However, in the real situation, the characteristics of the images are varied from image
to image. Therefore, pre-processing of the image based on its characteristics required adaptive pre-
processing methods that pre-process the image according to level how much noise, enhancement, or
fusion is required on it. To achieve this idea, nature-inspired algorithms are adaptive in these pre-
processing methods [2-4]. These algorithms are basically optimization algorithm that determines the
optimal solution according to the given constraint of the problems. In the pre-processing methods, these
algorithms determine the optimal parameter values of the methods. In the literature, numerous nature-
inspired algorithms are presented. Bio-inspired and non-bio-inspired algorithms are further classifications
for these algorithms [6-7]. Genetic algorithms, particle swarm optimization, bat optimization, ant colony
optimization, and other algorithms are becoming more and more common in pre-processing techniques
[8-11]. These algorithms differ from one another based on how they search, how often they explore and
exploit new areas, and how many parameters they require. In a perfect world, a nature-inspired algorithm
finds the best answer rapidly when it has a high exploration and exploitation rate. These factors are taken
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into account in order to meet the objectives for my research. This research's primary contribution is the
development of an image fusion model based on an algorithm inspired by nature, which improves real-
time images. An algorithm that draws inspiration from nature has the advantage of figuring out the ideal
parameter value for image fusion techniques by considering the objective function. There are two stages
in the image fusion model: the pre-processing stage and the final stage. During the pre-processing phase,
gamma correction, bilateral and speckle filters, and image enhancement are applied. Conversely, the SWT
technique is used to fuse two images in the final stage. Lastly, the suggested model's simulation evaluation
is carried out using MATLAB 2018a software, and both subjective and objective analysis are used in this
process. The outcome demonstrates that fused image quality is enhanced.

There are five sections in this study. The relevant research which describes how the algorithms are used

for the suggested model is displayed in Section 2. The suggested image fusion model is explained in

Section 3 and is intended for real-time images. In addition, Section 4 presents the subjective and objective

evaluation of the simulation. In Section 5, a final conclusion is drawn.

2. Related Work

In the proposed image fusion model, bilateral, speckle filter, and gamma correction are done in the pre-

processing step, whereas further image fusion is performed using the SWT method. In these methods, a

number of parameters are involved, and determining the optimal parameter value enhances their

performance. Therefore, the best value of the parameters is determined using the YSG algorithm. A

detailed description of these methods and algorithms is given in this section.

o Bilateral Filter: During the filtering process, the image's edges are maintained by using bilateral filters.
We have utilized the built-in MATLAB bilateral filtering tool in the suggested model [13].

e Speckle Filter: A speckle filter is applied to the images to preserve edge sharpness, speckle reduction,
and line and point target contrast preservation [14]. In the proposed model, we have used the inbuilt
function of the speckle filter and determined its optimal parameter value before applying it to the
image.

e Gamma Correction Method: In image enhancement, gamma correction is done to enhance the
contrast of the image. In the literature, power law is the most preferred method for gamma correction.
The gamma range varies from O to 4. The contrast of the image is increased when the gamma value
varies from 1 to O, whereas image contrast is decreased when its value varies from 1-4 [15].

e SWT Method: It is like the DWT method, but the down sampling process is suppressed. Thus, the
SWT method is a translation-invariant method. In the proposed method, SWT is used for image
fusion of two images [16]. Besides that, its optimal weight coefficient is determined during the image
fusion process.

¢ Yellow Saddle Goatfish Optimization (YSGO) Algorithm: This algorithm was designed by Zaldivar et
al. [17] by observing the hunting behavior of goatfish. These fish live in groups, and to hunt the prey,
some of the fish work as catchers and blockers. Besides that, they interchange their positions to hunt
the prey. values are found in the suggested model by using this optimization.

3. Proposed Image Fusion Model

The proposed image fusion model is designed to enhance the real-time images by fusing the two images.

The adaptive nature of the suggested model allows it to improve the image by figuring out how much

improvement is needed. The nature-inspired yellow saddle algorithm is taken into consideration in order

to achieve this goal. Figure 1 displays the suggested model's flowchart.

281



International Journal of Environmental Sciences
ISSN: 2229-7359

Vol. 11 No. 18s, 2025
https://theaspd.com/index.php

Inout Image Inout Image

Filtering Method < YSGO Algorithm — Filterine Method
v v
Enhancement Method

v

Image Fusion

Image Fusion

I
|
|
|
i
|
| Enhancement Method
|
|
|
|
|
|
|

| ¥

v

A

Fused Image
v

Performance Analvsis

Figure 1 Proposed Image Fusion Model for Real-Time Images

Initially, a real-time image dataset is read, which contains images of the BraTS challenge. Further, pre-
processing of the image is done, including bilateral, speckle filter, and gamma correction methods. The
parameter values of these methods are determined using the yellow saddle goatfish algorithm. While
entropy is employed as an objective function in the gamma correction approach, MSE is taken as an
objective function to estimate the ideal parameter value of the bilateral and speckle filters. Subsequently,
the image fusion approach employs the SWT algorithm on pre-processed images. The YSG technique is
used to determine the ideal weight coefficient values for it. Finally, both subjective and objective analysis
is used to assess the suggested model's performance. While several performance indicators are compared
in the objective analysis, the input image, pre-processed image, and fused image's visual quality is displayed
in the subjective analysis. Table 1 displays the parameters that were established for the suggested model.
Table 1: Performance Metrics for the Objective Analysis

Parameter Equation
SSIM B Cughi + C1) (201,14 C2)
SSIM = 2 2 2 2
(Mg + w® + C) (i * + 1> + Cp)
Entropy L
E= Z Pi log; p;
1=
M y'N
MSE MSE = Zx:l Zy:l(IUIxy - OUIxy)2
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PSNR PSNR =101 P’
- = 0810 MSE
MI ..
hlrlp(i,j)
MI=Z hijlg(i,j) X lo (—)
A TG TR )

4. Simulation Evaluation

MATLAB 2018a was used to simulate and assess the suggested image fusion model. The system
specifications were an i7 processor, 16GB of RAM, and a 64-bit operating system. The suggested model
uses the nature-inspired YSG algorithm to figure out what the best filtering, enhancement, and SWT
method parameter values are. To determine the answer, the YSG algorithm is therefore initialized at both
the parameter's upper and lower bounds. The YSG algorithm's initial setup configuration for the
suggested model is displayed in Table 2.

Table 2: YSG Algorithm Setup Configuration

Parameter value of parameter
Populations Four (4)

[teration Fifty (50)
Objective Function Entropy, MSE
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Table 3 displays the suggested image fusion model's visual quality at various points in time. The outcome
demonstrates that the fused image's visual quality has been improved.
Table 3 Visual Quality of the Images for the Proposed Model

Imagel Image?

Input Image Input Image

Input: Image

Image
Following
Noise

Input Image Bilateral Filter

Bilateral Filter

Speckle Filter Speckle Filter
Image Image Enhancement
Enhancement

Fused Image
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Additionally, Table 4 evaluates the image fusion model based on a number of performance indicators.
The outcome demonstrates that the suggested model produces images with high SSIM and PSNR.

Table 4: Assessment of the Suggested Model via Different Performance Metrics

Parameters Imagel Image2 Image3 Image4 Image5

SSIM 0.95319 0.96834 0.96282 0.95924 0.95336

Entropy 3.2672 3.2359 3.2359 3.2391 3.2369

PSNR 54.009 54.821 48.755 53.237 54.109

MI 3.6591 3.2443 3.6586 3.6586 3.6586
5. CONCLUSION

In this research, we propose an image fusion model based on an optimization approach for yellow saddle
goatfish, inspired by nature. This model applies enhancement and filtering techniques to the image pre-
processing. The SWT method is then used to conduct image fusion. The adaptive nature of the suggested
model—which uses the YSGO algorithm to calculate the ideal parameter values for the filtering,
enhancement, and SWT methods—makes it novel. The objective function is used by the YSGO algorithm
to calculate the parameter values. Using real-time images, the suggested model is evaluated through
simulation. Various performance indicators and an examination of visual quality are also determined for
1t.
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