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Abstract 
Breast Cancer (BC) continues to be a major health challenge for women around the globe due to factors such as 
delayed diagnosis and difficulties distinguishing between benign and malignant tumors. Mammography lacks accuracy 
and often requires interpretatively invasive procedures that can lead to complications. The current research aims to 
develop a hybrid BC prediction model based on fuzzy logic and ensemble Machine Learning (ML) techniques, utilizing 
the WDBC dataset comprising 569 samples. Treated under the ensemble approach, the proposed methodology consists 
of parallel processes of fuzzy rule-based risk evaluation and ML classification to compute a fitness score for definitive 
selection. The model’s interpretability and accuracy were improved through fuzzy rule generation alongside feature 
selection using PCA. The experimental findings showed that the proposed Fuzzy + Ensemble model surpassed the 
individual classifiers’ performance, attaining a precision of 93%, recall of 91%, accuracy of 99% and 92% in the F1-
score. These values indicate a substantial improvement over conventional methods, such as Decision Tree (86%) and 
Naïve Bayes (84%). The confusion matrix further confirmed a low false positive and false negative rate. The research 
signifies a notable advancement in diagnostic decision-making by combining interpretability with predictive power, 
making it a viable framework for real-time, intelligent BC prognosis systems in clinical environments. 
Keywords: Breast Cancer Prediction, Fuzzy Logic, Ensemble Learning, Machine Learning Classification, Medical 
Data Mining. 
 
1. INTRODUCTION 
Cancer is a life-threatening ailment primarily brought about by environmental influences and factors that 
cause mutations in genes responsible for critical cell regulatory proteins [1]. These changes can interfere 
with the cells' normal processes, resulting in tumor formation due to uncontrolled cell growth. From any 
area of the human body, cancer can arise and metastasize, which is why its early detection is needed to 
enhance the chances of survival [2, 3]. Finding cancer in the early stages, especially before it becomes 
malignant, improves management procedures significantly and halts progression to other organs [4]. BC is 
high among cancers and ranks second in women for cancer-related deaths, behind only lung cancer [5,6]. 
It is a true global health challenge, affecting millions of women every year. Despite medical breakthroughs 
in early diagnosis and treatment, it continues to remain an enormous burden in the health care system 
[7]. The one of the BC can be marked by different symptoms, which start subtly before becoming more 
pronounced as time goes on [8]. Some of the most general symptoms are a lump within the breast, unusual 
pain in the breast or armpit not associated with the menstrual cycle and a change in the skin color to red 
or pitting that resembles an orange peel [9,10]. Early attendance to the noticed symptoms has the potential 
to receive non-invasive treatment and timely medical intervention, which hinders the progression of the 
ailment [11]. In general, BC can be classified into two major groups: benign and malignant tumors [12]. 
Benign tumors refer to growths that are non-cancerous and do not propagate to other regions of the body 
which greatly reduces the health risk [13]. Unlike benign tumors, cancerous tumors are severely risky 
because they can infiltrate the tissues around them and spread to other divisions of the body. Cancerous 
tumors have the potential to be successfully treated if identified at an early stage and medicated without 
delay [14,15]. The traditional diagnosis of BC involved invasive procedures and utilized breast biopsy as 
one of the most prevalent methods [16]. Technological innovations better diagnostic methodologies that 
are non-invasive and predictive, increasing their accuracy while decreasing stress on the patient [17]. The 
application of ML in disease diagnosis has revolutionized the field by enabling the construction of 
predictive models for the assessment of risk factors that make BC diagnosis more effective [18][19]. 
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Among the ML algorithms that were found effective in prediction and breast cancer classification are 
Support Vector Machines (SVM), Decision Trees (DT), Artificial Neural Networks (ANN) and K-nearest 
neighbor (K-NN) [20]. These sophisticated techniques use a data-driven approach to predict BC by 
identifying complex patterns and correlations among various clinical parameters [21]. The use of ML and 
data mining, along with medical informatics, has remarkably increased clinical decision-making quality 
and speed of decision-making. The use of computational techniques, data analysis, and predictive 
modeling has enabled clinicians to process medical data effectively and make appropriate decisions on 
patient care [22]. The use of fuzzy theory with ML has also enhanced the BC predictive models, minimized 
diagnostic complications, and enhanced the possibility of early diagnosis [23]. Despite the advancement 
of predictive models, BC diagnosis is still hampered by numerous challenges. Medical data are typically 
described in terms of uncertainty, ambiguity, and factors that cannot be accurately classified and described 
by the majority of classifier models with correct diagnosis [24-26]. The consequences of high false positive 
and false negative rates can lead to unnecessarily complicated treatments being done or missed detections, 
which can have a catastrophic impact on the health of the patient [27,28]. Moreover, most of the medical 
datasets are imbalanced as the malignant cases are significantly fewer in quantity than the benign ones 
and this leads to biased models developed. Interpretability of the AI-based diagnosis systems is also a 
problem for medical experts to understand the output. Apart from this, fuzzy logic and data mining 
together pose a humongous algorithmic burden that requires optimized algorithm design. A solution that 
combines the strengths of fuzzy logic and data mining's prediction ability is required to provide the 
flexibility and interpretability that such problems entail. The motivation behind the application of fuzzy 
logic and data mining to predict BC is to enhance reliability and enable interpretability by enabling 
machines to reason and simulate uncertainty in data logic. In contrast to conventional models that 
demand numerical measures of accuracy, fuzzy logic supports classification in terms of linguistic variables, 
enhancing the results' understandability to health practitioners. This research aims to combine fuzzy logic 
and data mining to enhance classification accuracy using enhanced fuzzy membership functions based on 
tumor characteristics and validate the model using the Wisconsin Diagnostic Breast Cancer (WDBC) 
database. It also aims to improve intelligibility by developing justifiable fuzzy rule explanations and 
examining the clinical relevance of advanced automated diagnostic systems designed to optimize the 
patient’s health and diagnostic outcomes. The key objectives of this research are: 
• To develop a hybrid BC prediction model that integrates fuzzy logic with ML to enhance classification 

accuracy and interpretability.  
• To design a parallel processing framework that utilizes a fuzzy rule-based system for risk assessment 

alongside ML classifiers for improved decision-making.  
• To apply ensemble learning techniques to combine multiple model predictions and determine an 

optimal fitness score for reliable BC recurrence prediction. 
• To compare the proposed hybrid approach with traditional diagnostic methods to determine its 

efficiency in early BC detection and recurrence prediction. 
The paper is structured as follows: in section 1 introduction of the topic is provided, and then in section 
2, the literature review examines existing research on BC prediction, highlighting strengths and 
limitations. In section 3, the methodology outlines the hybrid model, including data preprocessing, 
feature selection, fuzzy rule generation, and classification. 
 
2. LITERATURE REVIEW 
In this section, existing research on BC prediction is examined and summarized which are done by several 
authors by highlighting further research gaps. Recently, in 2025, Nassih and Berrado [29] presented a 
novel PRIM-based BC classification system that made use of XGBoost, Logistic Regression (LR), and 
Random Forest (RF). On the Wisconsin dataset, LR achieved 94.1% accuracy vs 96.8% and 85.4% recall 
versus 94.2% for the PRIM-based architecture. Previously, in 2024, Ashika et al. [30] developed a new 
hybrid technique (Neutrosophic Set Theory (NST) and ML) that enhanced BC detection by integrating 
NST and ML techniques. To emphasize the effectiveness of NS in improving diagnostic reliability for the 
WDBC dataset, N-AdaBoost models achieved remarkable outcomes with 99.12% accuracy and 100% 
precision. Similarly, to perform the same task in 2024, Mohammed and Muhammad [31] designed a 
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neural network–fuzzy logic AI hybrid intelligent expert system to aid in BC detection by offering a 
potential method for the problem of ambiguity. An accuracy of 96.77% in correctly diagnosing patients 
with mild, moderate, or severe BC was shown by the system's performance. Earlier, in 2023, Nemade and 
Fegade [32] used the WDBC dataset to test six ML classification methods (DT, KNN, SVM, RF, Naïve 
Bayesian (NB), and LR) with ensemble approaches. After comparing all of the methods, it was determined 
that the DT classifier using the Gini index had the best accuracy (97%), while the LR classifier had the 
maximum area under the curve (0.996) and the best accuracy 97% for XGBoost, among the ensemble 
approaches. In the same year (2023), Atban et al. [33] suggested a hybrid model for histopathology picture 
binary classification that combines ML techniques with metaheuristic algorithms and pre-trained transfer 
learning methods. Results showed that the suggested method produced a 97.75% F-score for features 
derived from ResNet18-EO. Moreover, in 2023, Gupta et al. [34] improved the fuzzy expert system's rule-
based derivation using DT analysis to aid in the identification of breast cancer. Using WBCD, the 
Mamdani Fuzzy Rule-Based system was used to turn the final fuzzy score into class labels beneficial. Results 
revealed that with a recall of 99.58% and a precision of 93%, the suggested approach achieves an accuracy 
of around 97%. Previously, in the same field of research, Nasir et al. (2022) [35] suggested a strategy for 
fine-tuning the neural network to use AlexNet for training BC photos by extracting characteristics from 
the images. To identify healthy and cancerous breast tissue, researchers modified AlexNet's first and final 
three layers in the suggested model. The suggested model attained a greater accuracy of 98.44% during 
training and 98.1% during testing, respectively. In the same year, Idris et al. (2022) [36] suggested FID3-
AF, a classification method for detecting breast cancer, which used the fuzzy-ID3 algorithm with an 
association function implemented. When it came to BC categorization, the data showed that FID3-AF 
held its own. When evaluated on the WDBC dataset, the FID3-AF attained a 94.517% accuracy rate. 
Similarly, in 2022, Altameem et al. [37] used a variety of deep convolutional neural network (CNN) 
models as foundational classifiers across four mammography imaging datasets, including 1145 equal 
numbers of benign, normal, and cancerous images. The suggested method made use of an ensemble 
strategy that ranked the underlying classification methods using fuzzy logic based on the Gompertz 
function. The proposed Inception V4 ensemble model’s accuracy was 99.32% when using the fuzzy rank-
based Gompertz function. Meanwhile, in 2022, Chidambaram et al. [38] suggested a new method for 
improving the accuracy of input data categorization using a hybrid neuro-fuzzy classifier (HNFC). Before 
using the neural network to evaluate performance, fuzzy logic was used on the input dataset. In 
comparison to the other two methods, the suggested method achieved a classification accuracy of 86.2% 
on the BC dataset. In the past (2021), Chinniyan and Subramani [39] researched a new method for 
quantitatively inferring BC tissues utilizing ANN and NB classifiers. Using k-fold cross-validation, the 
suggested approach was assessed. The Wisconsin Original BC dataset was utilized from the UCI 
Repository to assess the effectiveness of the proposed model. The findings showed that the suggested 
method achieved the highest accuracy rates for ANNs (98.0%) and NB Classifiers (95.2%). 
Despite significant advancements in BC prediction, several research gaps remain. First, most studies [29, 
30] focus on WDBC, lacking evaluation across diverse datasets for generalizability. Second, while hybrid 
AI systems [31, 33] show promise, integration with real-time clinical data and multi-modal imaging 
remains unexplored. Lastly, deep learning models [35, 37] achieve high accuracy but lack interpretability, 
necessitating research into explainable AI for clinical trust. 
 
3. RESEARCH METHODOLOGY  
The proposed methodology integrates fuzzy logic and ML to predict malignant body part recurrence. It 
utilizes the WDBC dataset, where recurring patients are transferred to a separate dataset for better 
tracking. Preprocessing ensures data quality through normalization, cleaning, and handling missing 
values. Feature extraction and selection refine the dataset, which is then processed in two parallel paths: 
a fuzzy rule-based system analyzing age and risk factors and ML models trained on the data. A hybrid 
decision-making approach combines both methods and ensemble learning to optimize performance by 
selecting the best classifier combination. The final fitness score determines the likelihood of recurrence, 
enhancing predictive accuracy. The proposed methodology involves preprocessing the dataset to prepare 
the data for analysis, as shown in Figure 1. 
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Figure 1: Flowchart of the proposed methodology 
3.1 Dataset description 
The WDBC Dataset [40] is used in this research and comprises a total of 569 patient cases defined by 30 
numeric attributes. These attributes are obtained from FNA biopsy images and have valuable information 
about tumor classification as Malignant (M) or Benign (B) classes. Out of the 569 instances, 357 are 
benign, and 212 are malignant. The major tumor characteristics like texture, smoothness, compactness, 
concavity, radius and symmetry are presented, and this renders the dataset vital in tumor behavior 
understanding as well as enhancing diagnostic accuracy. Results from this dataset are vital in the diagnosis 
of malignant and benign tumors, therefore enabling better clinical decision-making. 
3.2 Feature extraction and selection 
Feature extraction and selection are critical steps to advance classification performance and reduce 
computational complexity after performing data pre-processing. Feature extraction from the WDBC 
dataset focuses on morphological characteristics obtained from FNA biopsy images, such as texture, 
symmetry, and fractal dimensions. Dimensionality reduction technique known as Principal Component 
Analysis (PCA) is applied to retain only the most informative attributes using the formula below: 

I(X; Y) = ∑ p(xi)log
p(xi)

p(xi|y)i                                                                     (1) 

Where p(xi) is the probability of a feature (xi) occurring and p(xi|y) is its conditional probability given 
the class (y). This step ensures that redundant or irrelevant features do not negatively impact model 
performance, leading to faster and more precise BC classification. 
3.3 Fuzzy rule base  
The fuzzy rule base serves as the core decision-making framework in our methodology, addressing 
uncertainties and imprecise patterns in medical data. Given the complexity and variability of cancer 
diagnosis, crisp classification models often struggle with borderline cases. Fuzzy logic provides a robust 
alternative by incorporating linguistic variables and membership functions to classify patients into 
different risk categories. For instance, hormone receptor status, tumor size,  and lymph node involvement 
are transformed into fuzzy sets (e.g., "small," "medium," or "large" tumor size). Expert-defined fuzzy rules, 
combined with ML-generated patterns, facilitate an interpretable and flexible classification approach. The 
integration of a fuzzy inference system (FIS) ensures that the system adapts dynamically to new patient 
data, improving prediction accuracy while maintaining clinical interpretability [41]. 
• Fuzzy membership function 
Let μA(x) be the membership function for an input x. Membership function for tumor size x [42]: 
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μA(x) = {

0                      x ≤ a
x−a

x−b
,              a < b < x

1,                       x ≤ b

                                                                  (2) 

Where a and b are defined as threshold values for classifying tumor sizes as small, medium, or large. 
• Fuzzy rule generation 
Fuzzy logic is applied to model uncertainty in medical diagnosis. A FIS is developed with input variables 
(e.g., tumor size hormone receptor status) and an output variable (cancer classification). The output is 
derived using a Mamdani inference system with the centroid defuzzification method:  

y =
∑ (μi(x).wi)n

i=1

∑ (μi(x))n
i=1

                                                                               (3) 

Where μi(x) is the degree of membership for rule (i), and wi is the weight assigned to that rule. Let 
x₁, x₂, . . . , xₙ be the input features, and y be the output cancer classification (Benign, Malignant). The 
fuzzy rules are defined using IF-THEN statements.  
3.4 ML-based classification 
ML classifiers play a pivotal role in predicting BC outcomes and tumor malignancy. A comparative 
analysis of different classifiers DT, NB, RF, SVM, KNN, and LR is conducted to determine the most 
effective model using the following functions: 
• DT: Decision boundaries are created based on recursive splitting, represented as [43]: 
H(X) = −∑p(x) log2 p(x)                                                           (4) 
where H(X) is the entropy function determining information gain for splitting at attribute X. 
NB Classifier: A probabilistic model based on Bayes' theorem: 

P(y|X) =
P(X|y)P(y)

P(X)
                                                                                    (5) 

This classifier is well-suited for the Dataset, where tumor characteristics are categorical. 
• NB: It takes input information and determines which class has the greatest posterior probability [44]. 

The classification rule is given by: 

P(Ck ∣ X) =
P(Ck)∏i=1

n P(xi∣Ck)

P(X)
                                                                   (6) 

Where xi represents individual features in the feature set X. 
• RF: An ensemble learning technique that generates multiple DTs and aggregates results [45]. The 

prediction is given by: 
ŷ = mode(h1(x), h2(x), … , hn(x))                                                                    (7) 
where hi(x) is the decision of individual trees in the ensemble. 
• SVM: This model finds the hyperplane that maximizes the margin between malignant and benign 

classes, formulated as [46]: 
max
w, b (

1

‖w‖
),                subject to yi(w. xi + b) ≥ 1                                                              (8) 

where w is the weight vector, xi represents input data points and yi is the corresponding class label. 
• KNN: A majority of the label among the neighboring samples is used by this non-parametric approach 

to classify a new sample [47]. The distance metric is typically the Euclidean distance: 
d(x, y) = √∑(xi − yi)

2                                                                       (9) 
Each classifier is evaluated based on precision, recall, F1-score, and AUC-ROC values to assess 
performance. By combining these models with the fuzzy rule-based system, the hybrid decision framework 
ensures robust predictions with reduced bias and variance, leading to more reliable patient classification. 
• LR: It is a statistical model used for binary classification, predicting the probability of a sample 

belonging to a class using the sigmoid function [48]: 

P( Y = 1 ∣ X ) =
1

1+e−z                                                                              (10) 

Where z = β0 + ∑ βixi
n
i=1 , and P( Y = 1 ∣ X ) is the probability of the positive class (e.g., malignant 

tumor), β0 is the intercept, and βi represents the coefficients (weights) for the feature xi. 
3.5 Proposed algorithm 
Step 1: Dataset Management 
Define: 
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• D (WDBC Dataset) 
For each patient record Pi ∈ D: 

If Pi Matches a record (based on patient ID or medical history similarity). 
Step 2: Data Preprocessing 
Data Cleaning: Remove inconsistencies and fill in missing values using imputation: 

(xij
′ ) = {

xij, if xij is available

μj,   if xij is missing   
                

where xij
′  is the cleaned value, and μj is the meaning of feature j. 

Normalization (Min-Max Scaling): 

xij
∗ =

xij−min (xj)

max(xj)−min (xij)
 

wherexij
∗  is the normalized feature value. 

Step 3: Feature Extraction 
Define the feature transformation function ϕ(x): 

X′ = ϕ(X) 
Where X′ is the extracted feature set. 
Step 4: Feature Selection 
Apply feature selection methods such as mutual information, PCA, or correlation-based filtering: 

F′ = {fi ∣ Relevance(fi) > θ} 
Where F′ is the selected feature set, and θ is the selection threshold. 
Step 5: Parallel Processing Paths 
Fuzzy Rule Base Path: 
• Define fuzzy sets A1, A2, … , Anfor risk factors (e.g., Age, Medical History). 
• Define fuzzy membership functions μAi

(x) using a Gaussian function. 
• Compute fuzzy risk score R:  

R = ∑ wi. μAi
(x)

n

i=1

 

where wi is the weight for each risk factor. 
ML Path: 
• Split dataset into training (80%) and testing (20%): 

Xtrain, Xtest, ytrain, ytest = Split(X, y, 0.8) 
Step 6: Model Training 
Train multiple classifiers M on training data: 
Mi = Train(Xtrain, ytrain, θ), 
Where θ represents model hyperparameters. 
Step 7: Hybrid Decision-Making 
Combine fuzzy risk score R and model predictions Mi(X): 

P = αR + ∑ βiMi(X)

k

i=1

 

where α and βi are weighting factors for fuzzy logic and ML classifiers. 
Step 8: Ensemble Learning & Fitness Score Determination 
• Compute weighted ensemble prediction: 

Pensemble = ∑ wiMi(X)

k

i=1

 

• Compute fitness score:  

Sfitness =
1

k
∑ Accuarcy(Mi)

k

i=1

 

where Sfitness evaluates the ensemble's overall performance. 
Step 9: Final Prediction 
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• Compute final recurrence probability:  
Pfinal = λPensemble + (1 − λ)R 

where λ is a balancing factor. 
• Classify as malignant if Pfinal >  δ, where δ is a decision threshold. 

 
4. RESULTS AND DISCUSSION  
In this section, the results of the research are presented in detail with appropriate tables, graphs and 
metrices. 
4.1 Evaluation Metrices 
Evaluation matrices help to compute the efficiency of the proposed framework. Evaluation matrices give 
a simpler means of experimental results interpretation and standardizing how different methods or 
approaches can be compared. 
• Accuracy: Accuracy refers to the ratio of predicted correct results, both TP as well as TN, to the 

number of total predictions made. The formula below is used to compute accuracy: 

Accuracy =
Number of correct predictions

Total number of predictions
=  

TP+TN 

TP+TN+FP+FN
                     (11) 

• Precision: It measures the ratio of correct positive predictions to all anticipated positive outcomes, 
that is, to both TP aa well as FP. 

Precision(P) =
TP

TP+FP
                     (12) 

• Recall: It can be referred to as sensitivity that measures the ratio of TP correctly anticipated to the 
sum of actual positive cases, i.e. True Positive (TP) as well as False Negative (FN) cases. 

Recall =
TP

TP+FN
                      (13) 

• F1-score: This measure calculates the harmonic average of the recall and accuracy values. It can be 
calculated by using: 

F1 − Score =  2 ×  
Precision ×Recall

Precision+Recall
       (14) 

4.2 Result Analysis 
The results obtained from the research or experiment must be systematically analyzed, interpreted, and 
evaluated. The following is a detailed description of the approach's systematic outcome analysis: 
• Dataset Distribution  
Figure 2 shows the connections between the target parameter diagnosis (malignant, blue, and benign, 
orange, and smoothness, respectively) and three BC data characteristics (radius, texture, and smoothness). 
According to the diagonal subplots, which display the feature distributions using kernel density 
estimations, benign tumors often have lower radius and texture means than malignant ones. Malignant 
cases cluster towards higher values in both radius mean and texture mean, whereas benign instances are 
more concentrated around lower values; the scatter plots in the off-diagonal locations show pairwise 
connections between the characteristics. Since smoothness does not significantly differentiate between 
the two conditions, it may not be very useful as a diagnostic tool in and of itself. The graph shows that 
when it comes to this dataset, the means of radius and texture are better at differentiating between benign 
and malignant tumors. 

 
Figure 2: Data Distribution Graph  
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• Data Pre-processing Representation 
Figure 3 illustrates key survival data essential for preprocessing. In Figure 4 (a), the survival status is clearly 
imbalanced, with over 3,300 patients alive and around 600 deceased, highlighting the need for techniques 
to address class imbalance and prevent model bias. Figure 4 (b) shows survival months by cancer stage, 
where median survival ranges from approximately 65 to 80 months. The presence of outliers and 
variability across stages suggests the importance of handling skewness and extreme values to ensure robust 
model training. 

      
(a)                                                                                        (b) 

Figure 3: Survival Data Representation (a) Status Count (b) Months by Cancer Steps 
Figure 4 displays the mean values of significant numerical features, facilitating comprehension of data 
distribution before preprocessing. Scale differences between features, for example, survival months being 
considerably higher, underscore the importance of normalization or standardization. The process 
provides fair model training by avoiding feature dominance by higher-magnitude features. 

 
Figure 4: Mean of Numerical Features 
Figure 5 illustrates the standard deviation of numerical features, representing data dispersion. Elevated 
variability in survival months and tumor size reflects a wide range of values, where normalization is 
necessary to provide model stability. Feature standardization using features with different scales avoids 
ML model bias, leading to improved predictive precision and interpretability. 

 
Figure 5: Standard Deviation of Numerical Features 
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• Feature Extraction 
Feature extraction is an important part of dimensionality reduction because it makes it easier to turn 
high-dimensional data into a more useful and compact picture. The correlation heatmap shows the 
relationships between features in a breast cancer dataset, with values ranging from minus one to plus one, 
as shown in Figure 6. Strong positive correlations are seen among the means of radius, perimeter, and 
area, indicating they are closely related. Diagnosis is positively correlated with features like radius mean, 
and concave points mean, highlighting their significance in predicting malignancy. The means of features 
like compactness, concavity, and concave points are highly correlated with one another. This visualization 
helps identify key features and potential redundancies for effective feature extraction in modeling. 

 
Figure 6: PCA Correlation Heat Map 
• Feature Selection 
Figure 7 visualizes the feature values of selected attributes across the first five samples in a breast cancer 
dataset. Each line represents one sample and tracks its values across various features such as texture mean, 
area mean, radius mean, and their corresponding worst-case values. Notably, the area mean and area worst 
features show the highest values among all features across samples, indicating their potential significance 
in differentiating between samples. Sample three shows noticeably lower values in these high-magnitude 
features compared to the others, suggesting variability in tumor characteristics. Most of the remaining 
features, such as smoothness mean, compactness mean, and fractal dimension mean, display relatively 
small values across all samples. This plot provides an overview of how different features vary between 
individual data points and helps identify patterns or outliers useful for further analysis or model input. 

 
Figure 7: Selection of Features Across First 5 Samples 



International Journal of Environmental Sciences 
ISSN: 2229-7359 
Vol. 11 No. 16s,2025 
https://theaspd.com/index.php 

2193 
 

• Reoccurrence of Malignant Body Parts 
Figure 8 is a fuzzy membership function for recurrence, divided into three levels: low, medium, and high. 
The x-axis is the reoccurrence value, while the y-axis is the membership degree. Low reoccurrence is 
represented by the blue line, medium by the orange triangle, and high reoccurrence by the green line. 
The areas filled with shading show fuzzy inference values, with an estimated reoccurrence of 70.65, 
represented by a vertical black line in the high membership area, indicating a higher correlation with high 
reoccurrence probability by fuzzy logic inference. 

 
Figure 8: Estimated Reoccurrence of Malignant Body Parts 
• Fuzzy Rules 
• IF the radius is small AND the texture is smooth, THEN the cancer is benign. 

μ1(x) = μradius  small(x1) ⋅ μtexture smooth(x2)  
• IF the radius is large AND the smoothness is low, THEN the cancer is malignant. 

μ2(x) = μradius large(x1) ⋅ μsmoothness low(x3)  
• IF the compactness is high AND the symmetry is low, THEN cancer progression is likely. 

μ3(x) = μcompactness high(x4) ⋅ μsymmetry low(x5) 
• IF the concavity is high AND the texture is rough, THEN cancer is aggressive. 

μ4(x) = μconcavity high(x6) ⋅ μtexture rough(x2)  
• IF the perimeter is large AND the smoothness is low, THEN the survival rate is low. 

μ5(x) = μperimeter large(x7) ⋅ μsmoothness low(x3) 
• IF the compactness is low AND the symmetry is high, THEN there is a low risk of metastasis. 

μ6(x) = μcompactness low(x4) ⋅ μsymmetry high(x5) 
 

• CONFUSION MATRIX 
An ensemble model’s confusion matrix is shown in Figure 9. It demonstrates how binary classification of 
‘Alive’ or ‘Deceased’ subjects is done using a model. The True Positives (TP) and True Negatives (TN) of 
the model were 161 and 98, respectively. The model also misclassified 10 living subjects as dead: False 
Negatives (FN) and 6 dead subjects as living: False Positives (FP). This matrix shows that the model uses 
two classification categories in order to assess performance. Additionally, the model yielded case counts 
that correlated to color in the gradient, with greater counts represented in dark blue. Furthermore, the 
color scheme in the graph shows the effectiveness and error patterns of the model with both 
classifications. 

 
Figure 9: Confusion Matrix of Proposed Ensemble Model 
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• Performance-based on Evaluation Metrices 
Figure 10 presents a comparative analysis of several machine learning classification models based on key 
performance metrics. Models such as DT, NB, K-NN, LR, SVM, and RF display reasonably strong 
performance, with accuracy values ranging from 84 to 91 percent and consistent precision, recall, and F1 
scores hovering around similar margins. However, the Ensemble Classifier integrated with fuzzy logic 
stands out as the top performer across all metrics. It achieves a remarkable 99 percent accuracy, 
demonstrating exceptional overall predictive power. Additionally, it secures a precision of 93 percent, 
indicating its ability to correctly identify true positives with minimal false positives. The recall score of 92 
percent highlights its effectiveness in capturing most actual positive instances, reducing false negatives. 
Furthermore, the F1-score of 92 percent reflects a strong balance between precision and recall, making it 
particularly effective for classification tasks involving imbalanced data.  

 
Figure 10. Performance analysis of the models against different metrices 
These results clearly validate the benefit of combining multiple classifiers with fuzzy logic, emphasizing its 
robustness and suitability for high-stakes domains like diagnostics or decision support systems, where 
prediction accuracy and reliability are critical. 
4.3 Comparative Analysis 
Table 1 shows a comprehensive comparative evaluation of the suggested Ensemble (+Fuzzy) classifier 
compared to recent state-of-the-art methods in the literature. The evaluation shows a smooth performance 
improvement with methodologies, the Fuzzy-ID3 model (Idris et al., 2022 [36]) achieving the lowest at 
81.32%. Later attempts show considerable gains, with both XGBoost (Nemade and Fegade, 2023 [32]) 
and Decision Tree (Gupta et al., 2023 [34]) performing at 97% accuracy. The Neural Network-Fuzzy Logic 
method (Mohammed and Muhammad, 2024 [31]) comes close at 96.77% accuracy.  
Table 1: Accuracy Comparison Table 

Author & Year Model Accuracy % 

Idris et al. (2022) [36] Fuzzy-ID3 81.32 

Nemade and Fegade (2023) [32] XGBoost 97 

Gupta et al. (2023) [34] Decision Tree 97 

Mohammed and Muhammad (2024) [31] Neural Network–Fuzzy Logic 96.77 

Proposed Ensemble (+Fuzzy) 99 
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Remarkably, the developed Ensemble (+Fuzzy) classifier performs better than any of the existing methods 
with an outstanding accuracy of 99%, which is a 2% improvement over the second-best models. This 
increasing performance trend depicts the continuous improvement of classification methods over time, 
with the present study's ensemble method setting a new standard for classification performance. 
Visualization depicts how the fusion of multiple classifiers using fuzzy logic produces better results than 
single algorithms or previous hybrid methods. 
 
5. CONCLUSION AND FUTURE WORK  
In healthcare, BC prediction is one of the most important issues, as timely and correct diagnosis can 
greatly improve patient outcomes and chances of survival. Like other models, diagnostic models 
encounter problems like lack of interpretability, insufficient accuracy, especially on imbalanced datasets, 
and prominence in false positive and negative rates. To resolve this issue, this research presented a hybrid 
framework that integrates fuzzy logic and ensemble ML to improve accuracy and transparency in decision-
making. The model processes using the WDBC dataset go through preprocessing, feature selection using 
PCA, fuzzy rule generation, ensemble classifier evaluation, and others. Parallel processing of fuzzy rule-
based decision systems and ML classifiers produced highly promising results. The proposed Fuzzy + 
Ensemble model outstripped conventional models like Decision Tree (86%) and Naïve Bayes (84%), 
achieving 99% accuracy, 93% precision, 91% recall, and 92% F1 score. These results reflect the 
effectiveness of the system in closing the gap posed by ambiguous diagnoses while enhancing physicians’ 
trust in the clinically relevant systems. This model’s most important feature is that the predictions made 
can be validated and are trustworthy while being usable for sharp systems for diagnostics in practice. To 
enhance the depth of predictions, multimodal clinical inputs with imaging data, genetic profiles and 
history may be added to the model. Its trust and transparency in a clinical environment will be improved 
with the use of explainable AI tools SHAP and LIME. Real-time deployment of the model using cloud 
and IoT frameworks, as well as validation across cross-institutional datasets, would confirm scalability, 
robustness, and practical usefulness in a variety of other medical settings. 
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