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ABSTRACT 
Promoting sustainable and holistic education assisted with sustainable development goals (SDG) requires integration 
of value based (Vb) education such as Universal Human Values (UHV) with STEM (science, technology, 
engineering, and mathematics). Current study explores the transition from standard STEM education towards 
VbSTEM to UHV-STEM, with highlighting the importance of value-based education in producing responsible and 
ethical professionals. The study validates and justifies the effectiveness of UHV-STEM integration using arrange of 
clustering approaches on educational data. By analyzing student performance, course, subject selection, programme, 
and pedagogical alignment, the study identifies patterns and relationships that highlight UHV’s impact on STEM 
education as value based education. To determine the effectiveness of UHV-STEM, data is aggregated using 
clustering techniques such as K-Means, DBSCAN, and more. The findings bolster the case for integrating UHV 
into STEM education and fostering more inclusive, morally and culturally driven learning atmosphere. 

1. INTRODUCTION 
Educational data mining (EDM) enables the following: predicting student performance, analyzing 
pedagogy, selecting relevant programme, subjects, and designing courses that are tailored to each 
individual student (Baker & Yacef, 2009; Díaz et al., 2025). 

One of the biggest issues facing education today is the ability to analyze student performance accurately 
enough to offer targeted support and intervention. Student learning preferences, academic standing, 
and other relevant criteria can all be taken into account when grouping those using clustering methods 
such as OPTICS, Affinity Propagation, and others. 

Looking at these clusters and identifying patterns that suggest potential areas of academic strength or 
weakness might help teachers design tailored interventions to help students perform better (DAS et al., 
2025; Khan et al., 2014; Su & Wu, 2021; Xia, 2020). 

To ascertain demand and create curricula that align with students' interests, clustering algorithms are 
employed in course prediction analysis for STEM / STE(A)M (Science, Technology, Engineering, (Arts,) 
Mathematics) courses (Choi et al., 2017; Kiyani, 2025; Liao, 2016; Shin & Shim, 2021; Teixeira et al., 
2025; Wong et al., 2025 ). 

Teachers can design STEM courses that are current, interesting, and aligned with students' future jobs 
by using clustering algorithms to assess data on students' interest in STEM/STEAM disciplines, career 
goals, and market trends. 

By providing students with the knowledge and abilities needed to thrive in the twenty-first century, 
secure physical facilities, and the opportunity to capitalize on attractive STEM careers, this approach 
raises the quality of life for students (Cetto et al., 2000; Webber et al., 2025). But the stress, fear, and 
anxiety that the students are feeling are insufficient for it to handle (Gaur et al., 2010). 

To generate individuals who are not just physically and academically capable but also ethically and 
cognitively mature, institutions must teach Universal Human Values (UHV) (Gaur et al., 2010; Singh 
& Kumar, 2024). 

Teachers can impart values to children that are essential for creating a sustainable and inclusive society, 
such as trust, gratitude, reverence, compassion, integrity, and respect for cultural diversity, by including 
UHV into STEM/STEAM courses (Singh & Kumar, 2024).  
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In addition to ensuring that students have the attitudes and values necessary to be responsible global 
citizens, collaborative working culture across all places and institutions, a holistic approach to education 
guarantees that students are ready for success in both the classroom and the job. 

(Gaur et al., 2010) assert that UHV has the capacity to radically alter the environment, universal society, 
family, community, and individual. 

In conclusion, integrating Universal Human Values with STEM/STEAM education, or UHVSTEM / 
UHVSTEAM, has the potential to significantly transform the educational landscape (Singh & Kumar, 
2024). Even value based education in STEM termed as VbSTEM (Singh & Kumar, 2025) played an 
important role in holistic and sustainable living. 

This analysis is made possible by the application of clustering algorithms in educational data mining. 
Using a variety of tools and techniques, educators can design customized curricula and programs, assess 
student performance, and spread ideas that are essential for long-term, sustainable development. This 
comprehensive method of instruction enhances children's growth and well-being in addition to their 
academic performance, giving them the empathy and self-assurance they need to take on new 
challenges. 

2. LITERATURE REVIEW 
Clustering algorithms are becoming more and more popular in the field of education, particularly in 
the domains of student performance analysis and instruction. Three significant areas in which 
clustering is employed in education are course planning, curriculum design, and course prediction  as 
well predictive analysis (Antonenko et al., 2012; Chakrabarti et al., 2006; Durachman & Rahman, 
2025; Kord et al., 2025; Regueras et al., 2019; Basha et al., 2025). 

Teachers can look into unique learning routes by grouping students based on their interests, academic 
standing, and limitations. Furthermore, clustering algorithms can help teachers identify students who 
might need extra attention by accurately estimating future academic progress. Many characteristics, such 
as family socioeconomic position, psychology, behavior, and demographic data, have a substantial 
impact on academic performance and course selection (Batool et al., 2023; Issah et al., 2023; Kukkar et 
al., 2024; Liu et al., 2022; Sangsawang & Yang, 2025; Smeets et al., 2025). 

3. FACTORS IMPACTING STUDENTS’ PERFORMANCE 
Apart from the previously described research, there exist multiple other variables that may impact 
students' academic achievement, such as the choice of subject, program, and courses, as well as their 
projections and evaluation (Table 1), which are discussed upon subsequently: 

Table 1:  success determinants in addition to the courses, subjects, and programs 
Qualitative Parameters Quantitative Parameters 

Faculty Expertise and Engagement Financial Aid and Scholarships 
Learning Environment Class Size 
Peer Collaboration and Networking Student-to-Teacher Ratio 
Cultural and Social Inclusion Availability of Learning Resources 
Flexibility of Program Number of Internship Placements 
Career Services IT Infrastructure Quality and Support Services 
Learning Styles Accommodation Number of Extracurricular Opportunities 
Practical Experience Scholarship Amounts 
Community Engagement Percentage of Accredited Programs 
Social and Emotional Support Global Opportunities (e.g., study abroad programs) 
Alumni Network Percentage of Alumni Employment Success 
Government or Industry Ties Number of Government/Industry Partnerships 
Environmental Factors Local Economic Indicators 
Academic Rigor Graduation Rates and Academic Success Metrics 
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Technological Access and Support Percentage of Technology-Enhanced Courses 
Availability of Learning Resources Global Opportunities 
Sustainability and Ethical Considerations Program Duration 
Cultural Relevance Number of Elective Courses 
Extracurricular Opportunities Number of Research Opportunities 

These traits may be qualitative or quantitative in nature, according to studies by ( Babu et al., 2024; 
Babu & Satya, 2024; Bansal et al., 2023; ;Barr & Luo, 2025; Crisp et al., 2009; Gasiewski et al., 2012; 
Gaur et al., 2010; ; Salem & Shaalan, 2025; Williams & Williams, 2011). In addition to the previously 
indicated variables, considering all of the aforementioned data may assist in gaining a greater 
understanding of students' choices of courses, subjects, and programs. 

4. PROPOSED WORK 
Finding patterns is the main goal of data mining, also known as knowledge discovery in databases 
(Agrawal et al., 1993). To be more precise, data mining techniques are used in educational data mining, 
or EDM, to find trends within the educational domain. Patterns discovered with educational data 
mining technologies will revolutionize research and growth projection for students (López-Meneses et 
al., 2025; Romero & Ventura, 2007). Ultimately, EDM has the potential to predict economic and 
societally beneficial online and offline education through colleges, universities, and other academic 
establishments. Among the most widely used applications of EDM are learning objectives, course 
completion rates, student identification, curriculum building, efficient test-taking, and performance 
prediction. It also aids in course selection, analysis, and the reduction of student dropout rates. 

4.1 Existing Algorithms to be used 
For the purpose of discovering patterns for predictive analysis, clustering is a helpful unsupervised 
learning technique (Asif et al., 2017; Durairaj & Vijitha, 2014; Kalita et al., 2025; Peña-Ayala, 2014; 
Suciati et al., 2023). Mean-Shift, Agglomerative Hierarchical Clustering, Mini-Batch K-Means, BIRCH 
(Balanced Iterative Reducing and Clustering using Hierarchies), OPTICS (Ordering Points To Identify 
the Clustering Structure), DBSCAN (Density-Based Spatial Clustering of Applications with Noise), and 
K-Means A few clustering methods that can be applied to course, subject, and program building in 
educational environments (Ankerst et al., 1999; Kerimbayev et al., 2025; Khan et al., 2014; Peng et al., 
2018; Sasirekha & Baby, 2013; Wang et al., 2018; Wu & Yang, 2007;Wu & Ouyang, 2025). 

A confusion matrix or matching matrix that correlates to each strategy can be produced to evaluate 
specifics such as efficiency and accuracy. The confusion matrix's findings provide light on how well 
clustering algorithms may be used to organize courses based on their characteristics. Teachers can use 
these data to improve students' overall learning experiences, course recommendations, and curriculum 
design. 

4.2 Proposed Hybrid Common Density Based K-Means Algorithm 

1. Initial Clustering with DBSCAN 

a. DBSCAN identifies dense regions as clusters and marks sparse, low-density points as noise (label = 
1). 

b. Ideal for detecting arbitrarily shaped clusters and filtering out outliers. 

2. Data Segregation 

a. Split dataset into: 

i. Core Points: Assigned to valid DBSCAN clusters (label >=0) 

ii. Noise Points: Unclustered outliers (label = -1) 
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3. K-Value Selection for K-Means 

a. Set k as: 

i. Number of DBSCAN clusters (k = k_db) 

ii. Or use a tuning method (e.g. elbow method, silhouette score) for optimal k. 

4. K-Means Integration Strategies: 

a. Option A – Refine Core: 
Apply K-means to DBSCAN core points to improve intra-cluster compactness. 

b. Option B – Assign Noise: 
Apply K-Means to noise points to group previously unclustered data. 

c. Option C – Re-cluster Entire Set: 
Run K-Means on the full dataset using DBSCAN cluster centroids as initial centers for better 
convergence. 

5. Final Labeling: 
a. Combine or update cluster labels from DBSCAN and KMeans based on the selected option. 

b. Results in improved clustering accuracy, robustness, and effective handling of outliers. 

The integration of DBSCAN and K-Means combines the strengths of both: DBSCAN effectively detects 
arbitrary-shaped clusters and removes noise, while K-Means ensures compact, well-separated clusters. 
Together, they improve clustering accuracy, handle outliers better, and reduce sensitivity to 
initialization. This hybrid approach enhances robustness and performance, especially in complex 
datasets with varying density and unclear boundaries. 

5. RESEARCH METHODOLOGY 
In contrast, research indicates that UHV education can more effectively address attaining harmony at 
the societal, family, individual, natural, and existential levels of human existence as well more efficient 
to understanding all orders such as material, bio, animal, and human order (Gaur et al., 2010). A 
qualitative research design was used for this investigation. The Train to Trainers program required 
teachers to teach UHV curriculum for roughly eighteen hours, and students were required to teach for 
eighteen hours as well. Second, using Google Form Analytics, research queries based on the Likert five-
point scale were created with the constructs "Strongly Agree," "Agree," "Undecided," "Disagree," and 
"Strongly Disagree" (Armstrong, 1987). 

As previously stated in the research, a confusion matrix was ultimately created by utilizing a number of 
clustering techniques. Courses that, in part, fit into the current educational system have also been 
identified by instructors and students in the arts and sciences.  The following are the designated 
research questions: 

RQ1. IS UHV incorporation with current education will lead students towards Happiness? 

RQ2. IS only STEM (Science, Technology, Engineering, and Mathematics) education will lead 
Harmony in Human being? 

RQ3. Is addition of UHV education with STEM education will lead Harmony in Human being? 

RQ4. If Value Education cell open-up in your University, would you ready to work as Volunteer for it? 

RQ5. Would you like to work as Volunteer for UHV? 

RQ6. Would you like to share UHV with school children? 

RQ7. Is UHV Based Education - Sanskar will reduce the crime level of society? 
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RQ8. Is UHV Based 'Education - Sanskar’ delivered to students and society will reduce the corruption 
level? 

RQ9. IS UHV based education delivered to students, will it reduces the stress level of students? 

RQ10. Will UHV based education be holistic and sustainable education approach. 

Knowing what is correct is characterized as "education" or to see the reality as it is known as “education” 
by (Gaur et al., 2010), whereas "sanskar" refers to living accordingly. To anticipate a research framework 
or pedagogical framework based on Universal Human Values (UHV) for STEM (science, technology, 
engineering, and mathematics) or NON-STEAM (science + arts) subjects, many important factors can be 
considered. 

Curriculum integration, instructional strategy selection, evaluation of value integration, professional 
development for educators, facilitators, and co-explorers, stakeholder interaction, and instructional 
strategy selection that advances UHV application and understanding in STEM and non-STEAM fields 
are all important facets of education. 

The adoption of this value-based collaborative approach would ensure the relevance and efficacy of the 
framework while fostering complementarity, as per the findings of (Singh & Kumar (2024). 

 
Figure 1: Methodology employed in the clustering-based educational framework 

Figure 1 shows the methodology adopted for this research work. When examining and enhancing 
research frameworks and curricula based on Universal Human Values (UHV) and targeted at STEM 
(science, technology, engineering, and mathematics) or NON-STEAM (non-science, technology, and 
arts) disciplines, clustering algorithms are a helpful tool. Gather data about stakeholder involvement, 
research and evaluation, assessment strategies, professional growth, and core values. Every data unit 
needs to match a specific framework component (Feldman-Maggor et al., 2021; Hongell, 2025; Kurday 
& Vladova, 2025). 

To make the clustering procedure easier, choose pertinent features from the dataset (Hamdipour et al., 
2025; Parhizkar et al., 2023; Shukla & Patel, 2025). Apply clustering methods using the customized 
data. These algorithms will merge similar data points based on the feature values of each individual data 
point. 

A framework for a Value based or UHV-based STEM / STEAM / NON-STEAM course, subject, 
program, or instruction can be developed, evaluated, and implemented using cluster analysis 
approaches. Make a comparison between the proposed framework and the existing one and transmit it 
to the appropriate parties for validation. Make necessary adjustments to the framework to ensure that it 
is appropriate, workable, practical, and also complies with value based as well UHV standards. 
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5.1 Performance Metrics: 
To accomplish the methodology's ultimate objective, the confusion matrix or matching matrix and its 
associated attributes (Accuracy, Precision, Recall, F1-Score, and Specificity) are required (Xia, 2020; 
Kord et al., 2025). These parameters are outlined below: 

True Positive (TP): The number of precise predictions indicating a positive occurrence. 

True Negative (TN): The number of accurately predicted occurrences that are negative. 

False Positive (FP): incorrectly projected as positive when it is actually negative. 

False Negative (FN): incorrectly understood to be negative when it is actually positive. 

Accuracy = (TP + TN) / (TP + TN + FP + FN)                              (Formula 1) 

Precision = TP / (TP + FP)                                                          (Formula 2) 

Recall (Sensitivity) = TP / (TP + FN)                                            (Formula 3) 

F1 Score = 2 * (Precision * Recall) / (Precision + Recall)               (Formula 4)  

Specificity = TN / (TN + FP)                                                       (Formula 5) 

Feature selection, data preparation, normalization, cluster analysis, framework categorization, and 
performance metric validation are the important steps in the technique. 

6. RESULT ANALYSIS 

6.1 Results Based on Existing Algorithms: 
This section presents the findings from a few particular study phases on the relevant issues. Several 
clustering techniques have been identified and proven through educational data mining to evaluate the 
dataset for further study. To predict the course UHV-STEM / UHVSTEM, such clustering techniques 
include K-Means, DBSCAN, BIRCH, Affinity Propagation, Mean-Shift, OPTICS, Agglomerative 
Hierarchy, and Mini-Batch K-means. 

For validation purposes, the association between different clustering approaches and confusion matrix 
parameters such as precision, recall, specificity, and sensitivity has been studied. 

 
Figure 2: Results of the ML Model using Clustering Feature Selection Algorithms 

The adoption rate of UHV by educators and learners in the art stream is relatively low across all 
clustering algorithms, as the confusion matrix in Figure 2 shows, whereas it is highly high among those 
in the scientific stream. For all science faculty members and students, the rates of UHV adoption are as 
follows: The following results were attained using the algorithms for clustering: Mean-Shift scored 
90.22%, Affinity Propagation scored 89.13%, Agglomerative Hierarchy scored 80.43%, Mini-Batch K-
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Means scored 78.26%, K-Means scored 78.26%, and BIRCH scored 82.61%, while OPTICS scored 
96.74%. 

As a result, the Mini-Batch K-Means and K-Means algorithms have decided the lowest predictive analysis 
rate for UHV, while the DBSCAN clustering approach has found the greatest. By creating the 
confusion matrix, more research has been done on the various classification analysis-related criteria, 
such as Precision, Recall, F1-Score, and Specificity, for the predictive analysis of the results pertaining to 
the produced clusters. It is feasible to ascertain the proportion of teachers who enroll in UHV courses 
relative to students pursuing science and the arts since two clusters specifically designed for this study 
were established for these learners. 

Figure 3's representation facilitates comprehension of the real accuracy calculations. The results show 
that the Agglomerative Hierarchy method and the Mini-Batch K-Means algorithm produce the best 
results. This implies that the K-Means algorithm may be the most accurate predictive analytic technique, 
even though DBSCAN produces the least accurate results. 

 
Figure 3: Evaluating the degree of accuracy related to various clustering techniques 

On the other hand, DBSCAN produces the least precision. Figure 4 provides a visual representation 
that makes the true precision computation understandable. It seems that the Affinity Propagation 
strategy comes in second for precision, and the Agglomerative Hierarchy method produces the best 
results overall. 

 
Figure 4: computing the precision level in connection to different clustering algorithms 

An understanding of the recall computation process can be gained by examining the depiction shown 
in Figure 5. OPTICS and DBSCAN clearly produce the highest recall values, respectively. In terms of 
recall, Mean-Shift is the most effective predictive analysis technique. Ultimately, it is clear that every 
algorithm under investigation had recall values more than 78%. It suggests that participants in science 
are considerably more sensitive to the adoption of UHV than participants in the arts. Thus, UHV-based 
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training is crucial in today's educational system. 

 
Figure 5: determining the recall threshold for different clustering techniques 

Figure 6 provides a picture of the precise F1-Score computation. The Affinity Propagation method 
clearly performs better than the Agglomerative Hierarchy algorithm in terms of F1-Score; OPTICS, on 
the other hand, is the optimal algorithm for predictive analysis; and the Mini-Batch K-Means approach 
produces the lowest F1-Score. 

 
Figure 6: figuring out the F1-Score threshold for different clustering techniques 

The figure in Figure 7 helps to explain the correct specificity computation. It is clear that the 
Agglomerative Hierarchy approach produces the highest specificity, whereas the DBSCAN clustering 
process produces the lowest. 

Figure 7: figuring out the specificity level connected to different clustering algorithms 
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Finally, Table 2 lists a number of cluster-based categorization assessment metrics that may be evaluated 
at one place, including recall value, accuracy, precision, F1-score, and specificity. 

Table 2: assessment metrics using clustering methods for student performance. 
Specificity Recall F1-Score Precision Accuracy Algorithms 
0.018519 0.97826087 0.527859238 0.361445783 0.366141732 DBSCAN 
0.037037 0.967391304 0.528189911 0.363265306 0.374015748 OPTICS 
0.135802 0.902173913 0.526984127 0.372197309 0.413385827 Mean-Shift 

0.197531 0.891304348 0.539473684 0.386792453 0.448818898 
Affinity 

Propagation 
0.246914 0.826086957 0.524137931 0.383838384 0.456692913 BIRCH 

0.314815 0.804347826 0.534296029 0.4 0.492125984 
Agglomerative 

Hierarchy 
0.290123 0.782608696 0.516129032 0.385026738 0.468503937 K-Means 

0.290123 0.782608696 0.516129032 0.385026738 0.468503937 
Mini-Batch K-

means 

Excluding this study the separate study has been done for only science and arts students as well teachers 
who are only girls and who are only boys the almost same outcome received after applying the these 
various clustering algorithms. Ultimately, it has been seen in every situation that sensitivity towards 
implementation of UHV was very high among Science fertility. 

6.2 Result based on Proposed Hybrid Common Density Based K-Means Algorithm 
Introducing a new pedagogy, curriculum, course, subject, programme are always the challenging task for 
everyone including school teachers, professors, educationist, institutions as well to the Universities also. 
But still it is being evident, if there is anything which have sensitivity towards generations for learning, 
understanding right, and rightly living that pedagogy have to be developed always. In the quantitative 
analysis, if any course, subjects, or programme have its reacall value means sensitivity greater than the 50 
percent of the total observation, than it is always concluded that this have to be implemented in the 
complete education system. Here through our proposed algorithm more than 75% sensitivity (recall) 
have been identified through using confusion matrix (matching matrix) analysis. Definitely, lot of 
existing algorithms are there, mentioned in Table 2, have more than 90% recall value. So, our proposed 
algorithm not claim that it is the best one, but have to consider here in this study for supporting that 
the UHV have to be part of the study or not. Again, it have to be mentioned here that this study is 
qualitative for the next generation, and quantitatively analyzed through these proposed and existing 
algorithms. 

6.3 Significance of the study: 
The results of this qualitative study demonstrate how sensitive teachers and students are to the adoption 
of value based education such as UHV. Since STEM is currently widely used in education, the paradigm 
for education in the modern world needs to be STEM (STEM) based on Universal Human Values 
(UHV) rather than merely STEM, where it is identified as SDG goals that it is the value based 
education and has been adopted widely in India by All India Council for Technical Education 
(AICTE), and University Grant Commission (UGC). Students will be able to attend cutting-edge, 
individualized courses and acquire values that are essential to their long-term success by combining 
values with STEM (VbSTEM) or UHV with STEM (UHV-STEM). 

Table 3 which are provided below, help to clarify the comparison between the STEM and UHV-STEM 
educational models. 
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Table 3: A comparative analysis of the STEM and UHV-STEM educational models 
Aspect STEM UHV-STEM 

Definition Focuses on Science, Technology, 
Engineering, and Mathematics. 

Integrates Universal Human Values with 
STEM education. 

Technical 
Proficiency 

Develops advanced technical skills 
crucial for innovation and 
problem-solving. 

Balances technical proficiency with a 
strong emphasis on values, ensuring 
responsible innovation. 

Primary Focus Technical skills, problem-solving, 
and innovation. 

Combination of technical skills and 
ethical, humanistic values. 

Economic Impact Drives economic growth through 
technological advancements and 
skilled workforce 

Promotes sustainable economic 
development by aligning technological 
progress with societal needs. 

Global 
Competitiveness 

Enhances global competitiveness 
by producing experts in critical 
STEM areas. 

Fosters a globally competitive workforce 
that also prioritizes ethical standards and 
social responsibility. 

Innovation and 
Research 

Encourages ground breaking 
research and technological 
advancements. 

Supports innovation that considers long-
term societal impacts and ethical 
considerations. 

Educational Rigor Offers a rigorous education that 
sharpens analytical and problem-
solving skills. 

Provides a rigorous education that also 
fosters emotional intelligence, empathy, 
and integrity. 

Social Impact Contributes to societal progress 
through scientific discoveries and 
new technologies. 

Ensures that technological contributions 
are beneficial and considerate of human 
values, enhancing social well-being. 

Holistic Growth Focuses on developing strong 
technical and analytical 
capabilities. 

Promotes holistic growth by integrating 
moral and ethical development with 
technical education. 

Workforce 
Readiness 

Prepares students to meet the 
demands of modern industries 
with specialized knowledge. 

Equips students to enter the workforce 
with both specialized knowledge and a 
commitment to ethical practices. 

Sustainability Advances technology with the 
potential for high-impact solutions. 

Encourages sustainable innovation that 
prioritizes the environment and human 
welfare. 

Approach of 
Learning 

Body-Centric, Skill Centric 
Approach 

Self-Centric, Value Centric Approach 

Prime Concern / 
Decision 

Student Centric Leaning and 
Decision 

Teacher Centric Learning and Decision 

Table 3 lists the key differences and similarities between STEM and UHV-STEM. It also illustrates how 
the latter incorporates Universal Human Values within the traditional STEM framework to promote a 
more comprehensive approach to education. The aim of this course is to create well-rounded 
individuals who not only serve as capable professionals but also ethically and socially conscious 
members of society. 

In this case, clustering approaches are used to independently analyze the significance of UHV for 
educators and learners in STEM and non-STEM fields. Predicting an educational model (UHV-STEM) 
for a social, economic, sustainable, co-existential, holistic, and all-encompassing approach to education 
is the ultimate goal of this research study. 

In line with the Sustainable Development Goals (SDGs) of the UN, two educational philosophies—
"skill-based learning" and "value-based learning"—are essential to attaining holistic and sustainable 
development. ‘Skill-based learning’ or ‘STEM learning’ provides people with the practical skills required 
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for economic growth and innovation, while ‘Value-based learning’ or ‘UHV-STEM learning’ ensures 
that these abilities are used in a way that promotes social equity, environmental sustainability, ethical 
behavior, living with definite human conduct, and ethical governance. So, this will be admirable to 
transform the education from only STEM to VbSTEM or ultimately to UHV-STEM / UHVSTEM.  

Since Value based education is the priority of human being, so, this identified model of education 
UHV-STEM may be known to be as UHVSTEM / UHV-STEAM / UHVSTEAM/ Value based STEM 
means VbSTEM and / or Value based STEAM means VbSTEAM. 

7. CONCLUSION AND FUTURE WORK 
The study aimed to explore the potential integration of value based education perspective identified by 
Universal Human Values (UHV) into science and art courses, with a focus on the perspectives of 
educators and learners. It was shown that the opinions of students and teachers on UHV issues are 
stronger, indicating that these areas should be necessary to be studied. Even though STEM education 
may lead to more skill sets, it does not foster interpersonal interactions, which may cause rifts in later 
life. The results showed how crucial UHV is for understanding human interactions and producing 
happiness. The dataset was grouped using EDM techniques. 

The nature of the questionnaires, which assess or forecast whether or not UHV should be implemented 
as well as how and to what degree it should be implemented, leads to the conclusion regarding the 
data's significance. On the other hand, the analytical graphs and charts determine whether or not value 
based education or UHV should be implemented. 

Using clustering algorithms and questionnaires, it has been determined and assessed that the UHV-
STEM / UHV-STEAM / VbSTEM / VbSTEAM educational model ought to be put into practice in 
order to promote a contented, wealthy, prosperous, healthy, happy, fearlessness, and peaceful society. 
By evaluating items such as comparison outcomes, impact assessments for students' holistic 
development and self-assessment batteries based on UHV content exploration among students and 
teachers, future research may be able to predict students' behavior, and further using deep learning, 
artificial intelligence, more precise model can be developed. 
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