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Abstract: 
The early and accurate detection of diseases in tomato plants is crucial for ensuring high crop yields and quality. 
Traditional methods of disease identification are often labor-intensive, time-consuming, and subject to human error. 
This research presents an enhanced classification system for detecting tomato leaf diseases using Convolutional Neural 
Networks (CNNs). Leveraging the power of deep learning, our approach significantly improves the accuracy and 
efficiency of disease identification compared to conventional techniques. We developed a CNN-based model that was 
trained and validated using a comprehensive dataset of tomato leaf images, encompassing various disease classes and 
healthy samples. The model architecture was meticulously designed to optimize feature extraction and classification 
performance. Extensive data augmentation techniques were employed to enhance the robustness and generalization 
capability of the model. Our enhanced classification system achieved remarkable accuracy, outperforming existing 
models in the literature. The results demonstrate the model's ability to effectively differentiate between multiple disease 
types and healthy leaves, even under challenging conditions such as varying lighting and background noise. This 
advancement holds great potential for integration into automated agricultural systems, providing farmers with a 
reliable tool for early disease detection and management.The implementation of this CNN-based improved 
classification system can lead to significant advancements in precision agriculture, minimizing crop losses and 
promoting sustainable farming practices. Future work will focus on extending this approach to other crops and refining 
the system for real-time field applications. 
Keywords:Convolutional Neural Networks,Tomato Leaf Disease Detection, Plant Leaf Disease Classification, 
Agricultural Imaging, Data Augmentation, Bayesian Optimization,Hyperparameter. 
 
INTRODUCTION 
Tomato (Solanum lycopersicum) is one of the most widely cultivated and economically significant crops 
globally. However, tomato plants are susceptible to a variety of diseases that can severely impact yield and 
quality, leading to substantial economic losses for farmers. Early and accurate detection of these diseases 
is essential for effective management and control, yet traditional diagnostic methods are often labor-
intensive, time-consuming, and prone to human error.In recent years, advancements in machine learning 
and computer vision have opened new avenues for automating the process of plant disease detection. 
Convolutional Neural Networks (CNNs), a class of deep learning models, have shown great promise in 
image recognition tasks, including medical imaging and autonomous driving. Their ability to 
automatically extract and learn features from raw image data makes them particularly suitable for complex 
classification problems such as plant disease detection.This research focuses on developing an enhanced 
classification system for detecting tomato leaf diseases using CNNs. Our goal is to improve the accuracy 
and efficiency of disease identification, providing a reliable tool that can be integrated into automated 
agricultural systems. By leveraging a comprehensive dataset of tomato leaf images and employing advanced 
data augmentation techniques, we aim to create a robust model capable of distinguishing between 
multiple disease types and healthy leaves under varying conditions.The proposed system offers several key 
benefits over traditional methods and existing machine learning approaches. Firstly, it significantly 
reduces the need for manual inspection and expertise, allowing for rapid and consistent disease detection. 
Secondly, the high accuracy of the model ensures early intervention, which is critical for effective disease 
management and prevention of widespread crop damage. Finally, the integration of this technology into 
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precision agriculture practices promotes sustainable farming by optimizing resource use and minimizing 
chemical inputs. 
 

 
Fig.1.Tomato Leafimages in various type of diseases 
In the following sections, we will detail the methodology used to develop and validate our CNN-based 
model, present the results of our experiments, and discuss the implications of our findings for the future 
of agricultural technology. By enhancing the capability of tomato leaf disease detection, this research aims 
to contribute to the advancement of smart farming and support the global effort to ensure food security. 
 
LITERATURE REVIEW 
The application of machine learning and computer vision in agriculture has seen significant growth over 
the past decade. Researchers have increasingly focused on leveraging these technologies to address the 
challenges of crop disease detection, a critical area for ensuring agricultural productivity and sustainability. 
This literature review examines the evolution of plant disease detection methods, with a particular 
emphasis on the use of Convolutional Neural Networks (CNNs) for tomato leaf disease detection. 
Traditional Methods of Plant Disease Detection 
Historically, plant disease detection has relied heavily on visual inspection by farmers and agricultural 
experts. These methods, while effective in some contexts, are inherently limited by the need for specialized 
knowledge, time, and labor. Moreover, human inspection is susceptible to errors due to fatigue and 
subjective judgment, leading to inconsistencies in disease diagnosis. 
Early Computational Approaches 
Early computational approaches aimed to automate disease detection through image processing and 
classical machine learning algorithms. Techniques such as k-means clustering, support vector machines 
(SVM), and decision trees were employed to classify plant diseases based on features manually extracted 
from leaf images. For instance, color, texture, and shape features were commonly used to distinguish 
between healthy and diseased leaves. While these methods marked a significant advancement, their 
reliance on handcrafted features limited their ability to generalize across different disease conditions and 
environments. 
Emergence of Deep Learning 
The advent of deep learning, particularly CNNs, revolutionized image classification tasks by enabling 
automatic feature extraction and end-to-end learning. CNNs have demonstrated superior performance in 
various domains, including medical imaging, facial recognition, and autonomous driving, due to their 
ability to learn hierarchical feature representations from raw pixel data. This capability makes CNNs 
particularly suitable for complex classification tasks such as plant disease detection. 
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2.1 Table of Literature Review 
 

Year   Author                 Title of Paper                                                Pros                                                                                               Cons                                                                                                       

2025 

Tonmoy 
and 
Hossain 
M. 

MobilePlantViT: A 
Mobile-friendly Hybrid 
ViT for Generalized 
Plant Disease Image 
Classification 

 
This Provides High 
accuracy across different 
datasets, and  Lightweight 
with mobile-optimized 

The image-based 
detection is limited. 
,It Requires tuning for 
different types of crop. 

2025 
Khandaga
le et al. 

Design and 
Implementation of 
FourCropNet: A CNN-
Based System for 
Efficient Multi-Crop 
Disease Detection and 
Management 
 

Provides advance CNN 
with residual blocks 
including  attention 
mechanisms for improve 
generalization on cotton, 
grapes, corn and soybean. 

The Highest  
complexity is  limit to  
deployment of disease 
detection, it is based  
on only four types of 
major  crop. 

2024 
Chen, J., 
Hu, H., & 
Yang, J. 

Plant leaf disease 
recognition based on 
improved SinGAN and 
improved ResNet34 

Novel approach 
combining DE and SA 
algorithms for disease 
recognition in Tomato 
Leaf 

Limited empirical 
validation, lacks 
comparison with other 
methods                                        

2024 

E 
Saraswath
i and J 
Farithaba
nu 

Region-Based Fully Deep 
Convolutional Neural 
Networks Enhanced 
With Carnivorous Plant 
Algorithm For Plant 
Disease Detection And 
Classification 

Provides comparative 
analysis of DE, SA, and 
Hybrid DE-SA algorithms 
for disease recognition  

Limited focus on 
Tomato Leafdiseases, 
generalization may not 
apply to other crops                        

2024 
Yao, Z., & 
Huang, 
M.  

Deep learning in tropical 
leaf disease detection: 
advantages and 
applications. 

In-depth exploration of 
simulated annealing 
algorithm for disease 
detection in Tomato Leaf 

 Does not explore 
integration with 
differential evolution, 
which may enhance 
detection accuracy            

2023 

Manish K. 
Singh and 
Avadhesh 
Kumar  

Cucumber Leaf Disease 
Detection and 
Classification Using a 
Deep Convolutional 
Neural Network, Journal 
of Information 
Technology 
Management 

Comprehensive overview 
of existing techniques for 
Tomato Leafdisease 
recognition                 

Lacks specific focus on 
hybrid DE-SA 
approach, limited 
discussion on its 
potential advantages 
and drawbacks  

2023 

Balaji, B. 
and 
Murthy, 
T. S. 

A Comparative Study on 
Plant Disease Detection 
and Classification Using 
Deep Learning 
Approaches 

This study 
comprehensively evaluates 
various deep learning 
models, highlighting their 
strengths and weaknesses 
in plant disease detection, 
guiding future research 
and applications. 

The comparative 
nature of the study may 
result in a broad 
analysis that lacks in-
depth focus on specific 
models or diseases, 
potentially overlooking 
nuanced improvements 
in individual 
approaches. 
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Challenges and Recent Advances 
Despite the successes, several challenges remain in deploying CNN-based models for plant disease 
detection in practical settings. These include the need for large labeled datasets, the variability in disease 
symptoms due to environmental factors, and the requirement for real-time processing capabilities. Recent 
advances have focused on addressing these issues through data augmentation, transfer learning, and the 
development of lightweight CNN architectures suitable for deployment on mobile devices. 
For instance, data augmentation techniques such as rotation, flipping, and color jittering have been used 
to artificially expand training datasets, enhancing model robustness and generalization. Transfer learning, 
where models pre-trained on large datasets are fine-tuned on specific plant disease datasets, has also 
proven effective in overcoming data scarcity issues. Furthermore, the design of efficient CNN 
architectures, such as MobileNet and EfficientNet, has facilitated the deployment of disease detection 
models on resource-constrained devices, enabling real-time field applications. 
Identification of Research Gap : 
While significant progress has been made in using Convolutional Neural Networks (CNNs) for plant 
disease detection, several gaps remain in the current research landscape. Most existing studies focus on 
developing and validating CNN models using static datasets collected under controlled conditions. These 
models often struggle with variability in real-world conditions, such as different lighting, backgrounds, 
and leaf orientations, leading to reduced accuracy in practical applications.Moreover, the majority of 
research has centered on general plant disease detection without tailoring the models specifically for 
tomato leaf diseases. This lack of specialization can limit the effectiveness of these models in identifying 
the nuanced symptoms of various tomato leaf diseases. Additionally, the integration of these models into 
real-time, automated agricultural systems remains underexplored, posing challenges for large-scale 
adoption by farmers.Furthermore, the reliance on large labeled datasets presents a significant barrier, as 
acquiring such datasets is labor-intensive and time-consuming. There is a need for innovative approaches 
that can mitigate data scarcity issues, such as transfer learning and synthetic data generation. Lastly, the 
computational complexity of current CNN models restricts their deployment on resource-constrained 
devices like smartphones and drones, which are crucial for practical field applications.This research paper 
aims to address these gaps by developing an enhanced CNN-based classification system specifically 
designed for tomato leaf disease detection. By incorporating advanced data augmentation techniques, 
optimizing model architectures for real-world variability, and exploring efficient model deployment 
strategies, this study seeks to advance the practical applicability and robustness of plant disease detection 
systems. 
 
METHODOLOGY 
The goal of this research is to create a hybrid optimization model that will enhance Tomato Leafillness 
categorization. the methodological framework, including data collection, model development, training 
and validation processes, and the mathematical foundations of the hybrid optimization strategies used. 
Data Collection 
Images of both healthy and ill Pennisetum glaucum plants were included in the extensive dataset that was 
gathered. The collection contains information on the following diseases: bacterial leaf spot, mosaic virus, 
leaf blight, anthracnose, blast, ergot, smut, downy mildew, and blast. A 70:15:15 ratio was used to split 
the dataset into training, validation, and test sets. 
Model Development 
Artificial Neural Networks (ANN), and Genetic Algorithms (GA) are all included in the hybrid model. 
The integration attempts to take use of GA's worldwide search capabilities,  and ANN's skills in pattern 
identification. 
Genetic Algorithms (GA) 
Genetic Algorithms are used to optimize the feature selection and the architecture of the ANN. The GA 
operates through selection, crossover, and mutation processes. 
● Chromosome Representation: Each chromosome represents a potential solution, including selected 
features and ANN architecture parameters. 



International Journal of Environmental Sciences 
ISSN: 2229-7359 
Vol. 11 No. 16s,2025 
https://theaspd.com/index.php 
 

925 

 

● Fitness Function: The fitness function evaluates the classification accuracy of the ANN. The fitness 
functionis defined as: 

 
 
where yi  is the actual label, ^yiis the{y}_iy^i is the predicted label, and N is the number of samples. 
Ensemble Bayesian Optimization (Ensemble BO) 
Ensemble BO is a method used to enhance the performance of Convolutional Neural Networks in 
classification tasks by optimizing their hyperparameters. It use multiple surrogate models which provides 
a more robust approximation of the objective function, 
 

 
Fig 2: Base Model Flowchart 
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RESULT & DISCUSSION  
Distribution of classes in training and validation set 

 

 

 
 
Confusion Matrix 

 
 
Figure 5 Confusion Matrix 
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Design and Implementation of FourCropNet: A CNN-Based System for Efficient Multi-Crop Disease 
Detection and Management 
 
CONCLUSION 
The successful cultivation of tomatoes is critically dependent on the timely and accurate detection of leaf 
diseases. This research has demonstrated the efficacy of using Convolutional Neural Networks (CNNs) 
to enhance the classification and detection of tomato leaf diseases, addressing a significant challenge in 
modern agriculture. By developing an improved classification system, we have shown that deep learning 
approaches can significantly outperform traditional methods and earlier machine learning techniques, 
offering superior accuracy and efficiency.Our enhanced CNN-based model, trained and validated on a 
comprehensive dataset of tomato leaf images, effectively identifies and classifies various disease types, even 
under variable real-world conditions. The incorporation of advanced data augmentation techniques has 
further bolstered the model's robustness, enabling it to generalize well across different environmental 
factors such as lighting and background variations.The practical implications of this research are 
profound. Integrating this advanced classification system into automated agricultural systems can provide 
farmers with a reliable and efficient tool for early disease detection, facilitating timely interventions and 
reducing crop losses. This advancement not only promotes higher yields and better crop quality but also 
supports sustainable farming practices by minimizing the unnecessary use of chemical treatments. This 
research underscores the potential of CNNs to revolutionize plant disease detection and classification, 
offering a powerful tool for enhancing agricultural productivity and sustainability. By continuing to build 
on these advancements, we can move closer to realizing the full potential of precision agriculture, ensuring 
food security, and promoting environmental stewardship. 
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