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Abstract  
A classification system utilizing the nearest neighbor (NN) method has been created to screen for Antero Septal 
Myocardial Infarction (ASMI). In this approach, we extract QRS amplitude and T height features—both of which are 
crucial for diagnosis—from leads V1 to V4. To combine the effects of these four leads, we employ a scoring method. 
Interestingly, both Euclidean and Mahalanobis distance metrics are applied in the NN classifier, with the latter 
showing better performance. Additionally, time-plane ECG feature-based classification methods rely on explicit time-
plane features, resulting in a large set of features. By applying a carefully crafted mathematical formula, we can 
extract key parameters from the wavelet cross spectrum and wavelet coherence to identify both normal and abnormal 
cardiac patterns, like Inferior MI. To ensure our approach is reliable, we conducted empirical tests that yielded an 
impressive accuracy rate of 97.6% when tested on our database. 
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INTRODUCTION  
A signal is essentially a function that can depend on one or more variables and carries valuable 
information. When we talk about a biological signal, we mean one that’s recorded from a living organism 
and provides insights into that organism's state or behavior. It’s important to note that a signal can include 
both relevant information and some that might not be directly related to what we’re interested in [1]. 
What we consider "information of interest" really hinges on the specific context. Take the 
electrocardiogram (ECG) from a volunteer, for instance; it can often pick up interference from the 
electrical activity of muscles, known as electromyogram (EMG). Depending on what we need to analyze, 
we might extract the EMG signal from the ECG or just treat it as noise from muscle contractions[2]. The 
goal of signal processing is to filter out the irrelevant bits so that the information we care about is easier 
for either a human or a computer to access [9]. Remember, we can’t add information to a signal; we can 
only remove what’s unnecessary. Typically, analyzing biomedical signals involves five key stages: data 
acquisition, signal processing (or conditioning), feature extraction, hypothesis testing, and decision-
making. The difference between feature extraction and signal conditioning is that both processes aim to 
filter out irrelevant information. However, the key distinction lies in how they handle the dimensionality 
of the signal. Typically, the outcome of signal conditioning maintains the same dimensionality as the 
original input, while feature extraction results in a much lower dimensionality [3]. This reduction is 
crucial for easier storage, processing, and visualization. Moreover, feature extraction techniques are often 
tailored to the specific signal being analyzed and its intended application, whereas signal analysis methods 
tend to be more general. In biomedical contexts, the final step after hypothesis testing is decision-making, 
which is especially vital in clinical settings where actions must be determined. A variety of statistical and 
feature extraction techniques are employed to support automatic decision-making. [13]. 
 
REVIEW OF LITERATURE 
Electrocardiography plays a crucial role in assessing cardiovascular health. An ECG, or electrocardiogram, 
is essentially a visual representation of the electrical activity produced by the heart [4]. This electrical 
activity is captured using metal electrodes placed on the limbs and chest, which then send signals to an 
electrocardiograph that amplifies and records them. [5]. 
The photoplethysmogram (PPG) signal can also serve as a valuable tool for analyzing how well the heart 
is functioning. Heart rate variability (HRV) arises from the heart's rhythmic activity and reflects the 
combined effects of psychological changes. The PPG signal captures the influence of the central nervous 
system. In this study, PPG is explored as an alternative to ECG for HRV analysis. Before diving into any 
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analysis, it's crucial to grasp the physiological basis of the ECG, understand the heart's anatomy, and 
familiarize oneself with the standard measurement conventions of ECG, as detailed in [11]. In conclusion, 
the literature review highlights some research gaps. While there are numerous algorithms available for 
detecting R peaks, accurately pinpointing and localizing these peaks remains a challenge due to various 
artifacts and the differences in ECG signal morphology among individuals. Additionally, it's essential to 
test these algorithms by introducing artificial noise to the signals, as real ECG signals often contain various 
artifacts. The algorithms should perform well even in the presence of higher noise levels [6]. 
 
MATERIALS AND METHODS 
Cardiologists are well-versed in recognizing the shape and morphology of a typical healthy ECG [7]. They 
rely on their experience to visually inspect the signal's morphology and identify any clinical abnormalities. 
To create an automatic ECG analysis system, we first need to determine the best way to represent the 
signal itself. One straightforward approach is to use the raw time series data. 
The presence of noise can really obscure the important features in a signal. Another key reason to avoid 
using raw time series data is that, in practice, this approach often results in poor performance during the 
crucial stage of extracting characteristic features—this holds true whether or not there's noise in the 
measured signal. Often, the original signal isn't in a format that allows the chosen model to perform well 
on the specific problem we're tackling. Because of this, we usually need to transform the signal into a 
different representation that highlights the key characteristics, making it easier to identify or characterize 
the relevant information. Take the ECG signal, for example; it's widely recognized that much of the 
important information is effectively captured in the frequency domain. Different waveform features, like 
the QRS complex and the T wave, tend to occupy distinct areas of the frequency spectrum. Therefore, a 
representation that can encode the spectral characteristics of the ECG signal is likely to provide significant 
advantages for analysis and classification. 

 
Figure 1: Proposed framework 
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Ideally, a thorough analysis of the ECG should merge the benefits of a spectral representation with the 
crucial temporal advantages of a time domain representation. This kind of signal description can be 
achieved through joint time-frequency transforms, such as the short-time Fourier transform and the 
wavelet transform. These methods are particularly well-suited for analyzing non-stationary signals like the 
ECG, whose properties change over time. This chapter offers a detailed review of the two main approaches 
to time-frequency analysis and discusses how each transform can be practically implemented  [10]. 
 
RESULT AND DISCUSSION 
Different medical conditions show up in the ECG signal in unique ways, particularly in the QT segment. 
We use clinically important leads along with specific features to classify the two different classes. Once 
the signals are cleaned up, the feature extraction module pulls out the key signatures from the ECG data 
that are clinically significant. [12]. 

 
Figure 2: Observed ECG signal 
 The method we used for feature extraction is the same one mentioned earlier, where we pulled clinical 
signatures through multiresolution analysis.  

 
Figure 3: Signal obtained after various transform 
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When it comes to classification, the key pathological features we've chosen to focus on are the height of 
the T wave and the amplitude of the QRS complex, which reflects how the ventricles activate or depolarize 
[8].  

 
Figure 4: Mother wavelet 
The Nearest Neighbour classification rule, often referred to as the NN rule, is a method used for 
classifying data. It relies on distance metrics like Mahalanobis and Euclidean distances to measure how 
far apart the clusters and data points are from each other [14].  

 
Figure 5: Energy distribution of detail coefficients 
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First, we identify and select the relevant feature vectors to classify normal and abnormal subjects. To 
distinguish between ASMI and normal subjects, we use the K Nearest Neighbour (k-nn) estimation 
method [15]. For calculating cluster distances, we rely on both Euclidean distance and Mahalanobis 
distance metrics. 
 
CONCLUSION  
The heart is a powerful muscle that pumps blood throughout the body via the circulatory system's blood 
vessels. Over the past few decades, we've made remarkable strides in managing and treating cardiovascular 
diseases (CVDs). With the rise of W-ECG recorders, a vast amount of data is generated, making it quite 
challenging for analysts to sift through it all manually—there's always a risk of missing crucial information. 
That's why automated methods for analyzing ECG signals are becoming the go-to solution. Looking 
ahead, we can expect W-ECG to evolve into portable, battery-operated smart devices, like our mobile 
phones, which will be capable of real-time analysis and could provide immediate information to doctors 
or hospitals during emergencies. This makes it increasingly vital to develop more efficient computer 
algorithms for automatically identifying the various waves in ECG signals. 
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