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Abstract 
Organization that scatters over different regions that perform multi-state business transaction are always interested I 
identifying novel patterns of interest given augmenting nosiness volumes. On a daily basis, we encounter an unparalleled 
increase in data from many sources, which adds to the concept of big data in terms of its size, speed, and diversity. These 
datasets provide significant obstacles to analytics frameworks and processing resources, so making the total study arduous for 
extracting useful information promptly. Therefore, in order to overcome these types of difficulties, it is crucial to create a very 
effective framework for analyzing large amounts of data. Therefore, in order to tackle these difficulties by harnessing non-linear 
connections from extensive and complex information, analytics frameworks are using machine  (ML) and  (DL) methods. 
Apache Spark is widely recognized as the most efficient tool for processing large amounts of data. It is particularly useful for 
solving complex machine learning problems that need several iterations. Spark MLlib, a distributed machine learning library, 
is used for this purpose. When dealing with research problems in the real world, architectures like Long Short-Term Memory  
in deep learning are a useful method for addressing practical challenges like as decreased accuracy, long-term sequence 
dependence, and the problem of disappearing and expanding gradients in traditional deep architectures. This study proposes 
a very efficient analytics system that combines a progressive machine learning method with Spark-based linear models, 
Multilayer Perceptron , and Long Short-Term Memory. The accuracy of the system's predictions is improved by the use of a 
two-stage cascade structure. The architecture that we provide makes it possible to organize statistical analysis of large amounts 
of data in a way that is not only scalable but also effective. We applied the cascading structure on two different real-world 
datasets in order to illustrate the effectiveness of our framework. Furthermore, the results of the experiments show that our 
analytical framework is superior to the approaches that are considered to be state-of-the-art in terms of classification accuracy. 
 
Keywords: Big data, multiple data source, patterns, machine learning. 
 
1. INTRODUCTION 
 Big data refers to very large and complex collections of data (including real-time, unstructured, and streaming 
data) that pose challenges for traditional techniques of data management, analysis, storage, and retrieval in order 
to extract valuable insights [1][2]. In recent times, the field of BD and its associated tools and methods, such as 
Big Data Analytics (BDA), have revolutionized the operations of organizations and companies. This has brought 
up new and important opportunities for corporations, professionals, and academia  [3]. In addition to 
corporations and research institutions, governmental and non-government organizations increasingly often 
produce vast amounts of data that are distinct in their scale and complexity  [4][5]. The rising amount of data is 
the primary characteristic of "big data," a term that has become common parlance in the academic communities, 
organizations, and on the Internet. "Big data" is a jargon that has become a household word. The insights that 
may be gleaned from this data can be used in the construction of intelligent applications across a wide range of 
fields. Applications for real-time engineering are built on tools and strategies for handling the data and having 
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the power to extract meaningful information or insights in a manner that is both intelligent and timely. Hence, 
it is crucial for organizations globally to extract significant information and substantial benefits from the 
abundant big data at their disposal. Nevertheless, the research indicates that effectively and proficiently extracting 
valuable insights from big data in a fast and effortless manner is a difficult task  [6]. BDA has become crucially 
necessary in order to fully use the value of Big Data  and enhance company performance and market share for 
most organizations. While many (AI) and (ML) techniques and platforms for doing Big Data Analytics are 
available for free, they need a unique skill set that is not often possessed by most professionals in this sector or 
IT departments of organizations   [7][8]. Therefore, effectively integrating these tools and platforms into an 
organization's internal and external data on a shared platform is a difficulty. Over the last several years, there has 
been a significant accumulation of data across many domains such as medical, government, industry, chemistry, 
biology, and other academic sectors.  
 
Web-based applications such as social computing, online texts and documents, and online search indexing often 
handle substantial amounts of data. Proficiency in diverse computing challenges, information security protocols, 
and computational methodologies might help alleviate obstacles encountered in the analysis of massive datasets 
[9]. For example, several statistical methods that are effective with data sets of intermediate size have difficulties 
when dealing with really large datasets. The same is true for the analysis of huge data, when many computing 
approaches that work well with little data encounter substantial difficulties. Numerous researchers [10] have 
examined the sector's responses to a wide range of difficulties. In order to make a decision or take some kind of 
action in a short period of time, real-time applications need immediate input and rapid analysis. 
 
2. REVIEW OF LITERATURE 
 
Maroufkhani et al., (2023)[11]  analyzed the effect of Technological, Organizational, and Environmental (TOE) 
variables on the adoption of BDA among Small and Medium Enterprises (SMEs). This study challenges the 
assumption of independence among TOE elements. It was suggested that support from top management may 
operate as a mediator between the adoption of BDA and the technical and organizational variables involved. In 
addition, this research investigated and evaluated how environmental variables influence the connection 
between positional advantage, reliability, productivity, organizational preparedness, and adoption of BDA. The 
method of partial least squares was used to conduct the analysis on the data that was obtained from 171 small 
and medium-sized manufacturing companies. The data provided evidence that the TOE components are 
interconnected with one another. It's also possible for environmental factors to lessen the benefits of alignment 
and organizational preparation on support from top management. The results make the TOE model stronger by 
questioning the idea of independence that all TOE parts are based on. 
 
VentkateswaraRao et al., (2023)[12]   studied that the banking sector has seen substantial changes in terms of 
operational efficiency and service delivery in recent decades. The rising global population poses a significant 
challenge to the financial services infrastructure. By catering to a substantial portion of clientele, it enhances the 
customer base, online transaction volume, and generates substantial quantities of data. Currently, financial 
institutions in the United States and several other countries use the utilization of Big Data Analytics (BDA) on 
a regular basis in order to effectively manage this particular situation. The main goal of this system is to find 
different trends and patterns in organizational files so that businesses can make more money. This new 
technology called "big data" makes managing large amounts of data much easier and more useful. It can be used 
in risk management situations that need complex data analysis and a lot of data. This study talks about the 
structure of a banking investigation into credit and integrated risk administration system, with a focus on the 
big data parts that make it up. The comparisons and analyses conducted clearly demonstrate that the proposed 
system has improvement in both efficiency and security and exhibits superior performance as compared to other 
method. 
 
Qi et al., (2023)[13]   stated that the convergence of the expansion of big data with the proliferation of the IoT 
is clearly shown by the significant increase in the utilization of IoT-connected devices and the exponential 
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development in data consumption. The deployment of a substantial quantity of sensors and devices within the 
industry sector has led to the generation of a significant volume of data in the context of the IIoT. The existing 
body of literature encompasses several studies that have been undertaken on the subject of BDA and Industrial 
Internet of Things (IIoT). However, there is a dearth of study pertaining to the primary obstacles that impede 
the advancement of intelligent IIoT systems. And introduced a novel approach that combines multi-objective 
optimization with ratio analysis and the complete multiplicative form (MULTIMOORA) technique. In addition, 
the architecture of q-rung orthopair fuzzy sets (q-ROFSs) contains criterion interaction through inter-criterion 
correlation (CRITIC). The proposed approach makes use of the CRITIC technique to calculate attribute weights 
and the MULTIMOORA algorithm to estimate where each option falls on the q-ROFSs. Within the framework 
of Industry 4.0, perform a case study to investigate the challenges presented by Big Data Analytics (BDA) in the 
creation of smart Industrial Internet of Things (IIoT) systems. The usefulness of the developed framework in 
setting priorities for intelligent IIoT systems is further shown by a comparison and sensitivity analysis of the 
proposed approach. 
 
Kanan et al., (2023)[14]   examined one of the most prevalent problems affecting businesses today is satisfaction 
detection. Therefore, the purpose of this research is to propose utilizing well-known machine learning and deep 
learning (DL) approaches to identify the Satisfaction tone that leads to customer satisfaction in Big Data 
originating from e-commerce platforms such as Facebook and Twitter. There is a dearth of relevant data sets for 
this area of study. As a direct result of this, we pruned the data collection that came from the internet of things. 
Companies can now use Big Data analytics on social media more easily thanks to the team's work on three well-
known NLP technologies: stemming from, standardized procedures, and stop word removal. We found the F1-
measure, Recall, and Precision to figure out how well the algorithms worked. Based on the results, the Random 
Forest classifier is the most suitable option among the various alternatives. The F1-measure achieved a 
classification accuracy of 99.1% using this strategy. The Support Vector Machine achieved the highest 
performance utilizing an F1-measure of 93.4%, without any pre-processing steps. Conversely, we use DL 
methods, namely Word Embedding and Bag of Words as part of our feature extraction strategy, on the dataset. 
According to the findings, the Deep Neural Networks (DNN) method performed better. 
 
Li et al., (2022) [15]   examined the primary purpose of this research is to guide the smart city toward better 
governance and more secure data processing by using BDA to the massive volumes of data generated by the IoT 
in the smart city. The paper talks about how to use CNN's distributed parallelism technique to use BDA to apply 
the deep learning (DL) approach on the multi-source data collected in the smart city. Digital twins (DTs) and 
multi-hop transfer technologies make it possible to build a DL-based IoT-BDA system to support a smart city. 
This makes it easier to test and simulate how well it works. According to research on low energy absorption, 
sending model data more efficiently gets better as it gets bigger. Still, a better power diversion factor is very 
important for making the transmission of data in the IoT-BDA system more energy efficient. The evaluation of 
the model's predictive accuracy shows that the system developed achieves an accuracy of 97.80%, surpassing the 
DL technique used by other researchers by at least 2.24 percentage points. When the probability of successful 
transmission is 100% and the distribution of exponential parameters are set to values between 0.01 and 0.05, 
the constructed system achieves the highest level of accuracy and maintains the lowest level of data delay, which 
is in the millisecond range. In conclusion, the DL method for enhancing the IoT-BDA system in a smart city 
may lessen the time it takes to send and receive data, increase the precision with which data predictions can be 
made, and provide real-world benefits, all of which serve as useful experimental benchmarks for the smart city's 
digital future. 
 
Awan et al., (2022)[16]   examined the number of people using various types of online social media is now at an 
all-time high. This led to a growth in the trend of false profiles, which is having a negative impact on both social 
and commercial organizations since fraudsters are using photographs of real individuals to create new phony 
accounts. The majority of these recommended approaches, on the other hand, are antiquated and do not provide 
sufficient precision, with an average accuracy of 83%. A project based on Spark ML that is capable of predicting 
false profiles with a greater level of accuracy than other existing techniques of profile recognition is the answer 
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that we have suggested as a solution to this issue. Our work includes the creation of Spark ML libraries, which 
include the Random Forest Classifier and several other visualization tools. For your convenience, we have 
included a diagrammatic description of our suggested model, and we have made an effort to display our findings 
using graphical representations such as confusion matrices, learning curves, and ROC plots. The outcomes of 
the research conducted for this project demonstrate that the suggested method has an accuracy of 93% when it 
comes to locating phony accounts across social media networks. Although there is a 7% false positive rate, which 
means that sometimes our algorithm is unable to recognize a bogus profile effectively. 
 
Zhang et al., (2021) [17]   analyzed the use of big data, driven by information technology, presents promising 
opportunities for urban planning and construction. New technologies, like the Internet of Things (IoT) for 
collecting data and Artificial Intelligence (AI) for processing large amounts of data, make it easier to share and 
integrate data and make smart cities work better. In the last several years, the idea underlying the IoT has been 
a central focus of study in the advancement of smart cities, classrooms, factories, and businesses. Smart cities rely 
heavily on the services and applications of the IoT in order to provide a sustainable urban lifestyle. ICT in the 
internet of things makes smart city participants more knowledgeable, productive, and engaged. Since more smart 
city applications are being built on the Internet of Things, more data is being generated and processed. The city's 
stakeholders and governments also take preventative measures to ensure a sustainable city by analysing data from 
IoT devices and anticipating their potential effects. When it comes to boosting the effectiveness of fire danger 
detection in smart cities, artificial intelligence has emerged as a significant research approach that has been 
analyzed and shown to be the best by a number of researchers. This study proposes using a DBN in conjunction 
with a Recurrent LSTM Neural Network (R-LSTM-NN) to make predictions using large datasets amassed by IoT-
based smart cities. The suggested methodology also focuses on estimating the fire risk data collected from IoT 
sensors in smart cities. In regards to accuracy, precision, memory, and F-1 score, the simulation results show that 
the suggested method does better than methods that are thought to be best in their field. The model that was 
suggested can pinpoint the start of a fire with an amazing 98.4% accuracy and a mere 0.14 % mistake rate. The 
suggested method could also be used to solve other predicting problems that smart cities face. 
 
Behera et al., (2021) [18]   analyzed of customer feedback that has been submitted on social media is vital for a 
variety of commercial applications. The number of reviews left by customers on social media platforms, as well 
as the significance of those evaluations, are growing at an exponential pace, which ultimately results in the 
accumulation of large amounts of data. When it comes to the sequential analysis of a long text, recurrent 
networks (LSTM) generally produce gratifying results, whereas deep convolutional networks have shown to be 
effective when it comes to identifying pertinent local features. The proposed Co-LSTM model for sentiment 
analysis has two primary objectives. To begin, it is very adaptable for evaluating massive quantities of social data 
while maintaining scalability. Secondly, in contrast to the traditional methods to machine learning, it is not 
restricted to any one specific topic. In order to train a model that is capable of handling the many types of 
dependencies that often crop up in a post, the experiment was carried out on four review datasets that came 
from a variety of different disciplines. The findings of the experiments demonstrate that the suggested ensemble 
model performs superiorly to alternative techniques to machine learning in terms of accuracy as well as other 
characteristics. 
 
Lopez-Martin et al., (2020) [19]  detailed the novel use of many deep reinforcement learning (DRL) algorithms 
on a labeled dataset for intrusion detection. Here, we describe a DRL-based methodology for supervised learning. 
Since there is no automatic mechanism to identify intrusions, it is very challenging for Intrusion Detection 
Systems (IDS) to develop a reward function that is linked with the detection of intrusions. Most often, this is a 
manual process, with the results documented in databases of network parameters related to intrusion 
occurrences. For the purpose of categorizing intrusion events, supervised machine learning algorithms are trained 
on these datasets. Application of DRL is shown using the NSL-KDD and AWID datasets. We've taken a novel 
approach by revising the standard DRL paradigm conceptually. An example of this change is the introduction 
of a sampling function of previously recorded training incursions in place of the original surroundings. The 
training dataset is sampled in this innovative pseudo-environment, and incentives are generated based on the 
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errors in detection that are discovered during training. And demonstrated that by using our model and making 
some minor tweaks to the parameters, DRL, in contrast to other machine learning approaches, may provide 
superior results for intrusion detection. 
Jiang et al., (2019) [20]   examined a reliable and rapid disease detector in apples is still missing from the 
literature, which would be crucial for the industry's continued success. In order to identify illnesses in apple 
leaves in real time, the authors of this research suggest a deep learning method based on enhanced CNNs. Using 
data enhancement and image annotation tools, the first step of this project is to create the Apple Leaf Disease 
Dataset (ALDD). Within the dataset there are both controlled laboratory photos and detailed photographs taken 
in natural settings. Researchers found that the INAR-SSD model can quickly find objects on ALDD (23.13 
frames per second), and it does this with 78.80% mean average accuracy. The findings show that the innovative 
INAR-SSD model offers an efficient approach for early identification of apple leaf diseases, outperforming prior 
techniques in both accuracy and speed of detection in real-time. 
 
Thamilarasu et al., (2019) [21]   suggested as more and more devices, apps, and communication networks are 
being linked to one another and integrated, the number of malicious cyberattacks targeting the IoT is expanding 
at an alarming pace. When assaults on IoT networks go unnoticed for extended periods of time, it has a negative 
impact on the availability of vital services for end users, it raises the amount of data breaches and identity thefts, 
it causes expenses to rise, and it has an adverse effect on income. In order to offer effective security and 
protection, it is very necessary to identify assaults on IoT systems in close to real time. We create a smart intrusion-
detection system that works with the Internet of Things (IoT) in this study. To be more specific, we use a deep-
learning system to analyze IoT network data in order to identify malicious activity. The detection solution enables 
compatibility across multiple network communication protocols that are used in the Internet of Things and 
delivers security as a service. We test our proposed detection system by employing simulation in order to provide 
evidence of its scalability as well as real-world network traces in order to provide a proof of concept for the 
framework. The results of our experiments demonstrate that the suggested method for detecting intrusions is 
capable of efficiently detecting intrusions in the actual world. 
 
3. PROBLEM FORMULATION 
In the era of massive data proliferation, organizations face the daunting challenge of extracting meaningful 
insights from diverse and voluminous datasets sourced from various channels. The advent of Big Data has 
accentuated the need for sophisticated analytics frameworks to unravel hidden patterns and valuable knowledge 
within this deluge of information. However, existing methodologies often struggle to cope with the complexity 
arising from the integration of multiple data sources. The problem lies in the absence of a unified and efficient 
framework that seamlessly integrates Machine Learning algorithms with Big Data analytics to discern patterns 
across disparate datasets. This deficiency impedes the potential for comprehensive analysis and hinders 
organizations from harnessing the full power of their data reservoirs. Addressing this problem is imperative for 
unlocking the true potential of Big Data, enabling organizations to make informed decisions, uncover 
correlations, and derive actionable insights from a multitude of interconnected data sources. Therefore, there is 
a critical need for the development of a robust and scalable Machine Learning-based Big Data analytics 
framework tailored to the discovery of patterns across diverse datasets, fostering a more nuanced understanding 
of complex relationships and trends within the data landscape. 
 
4. RESEARCH METHODOLOGY 
A large data analysis framework (Spark or Hadoop) and artificial intelligence (ml or dl) are used in the suggested 
architecture in order to determine real-life high-dimensional big data challenges. The limitations of both time 
and space make it difficult to find solutions to challenges of this kind. Big data consists of very huge quantities 
that are always expanding, yet it must still be processed by powerful computer hardware in order to enable 
learning architectures that can successfully handle the data while making effective use of particular 
resources.“Cascading the Spark MLlib data analytics framework with MLP and LSTM was one of the suggested 
framework's approaches toward overcoming these issues. Cascading between Spark MLlib and DL while making 
use of MLP and LSTM networks is the central idea behind the experiment, which is based on the core 



International Journal of Environmental Sciences   
ISSN: 2229-7359 
Vol. 11 No. 1s, 2025  
https://www.theaspd.com/ijes.php  
 

913 

architectural framework that is provided here and which forms the basis of the study. Figure 1 depict the 
proposed framework structure. It contains two learning stage, outlined as follows. 
 

 
Figure 1. Macro view of the stages in our proposed big data analytics framework. 

 
Stage 1 
i. Phase 1: Big data analysis using spark MLib 
ii. Phase 2: Cascading 
Stage 2 
i. Retrain the model using MLP and LSTM 
ii. Output” 
Using MLP and LSTM on high-dimensional data, the suggested method combines the benefits offered by the 
powerful Spark MLlib with those offered by deep learning. The following subsections provide a more in-depth 
explanation of each stage. 
 
A. Stage 1 
Phase 1: Big data processing using spark MLib 
In light of the enormous amounts of data, many machine learning strategies were evaluated. We decided to 
create a SVM, DT, RF, and (LR) classifiers using the powerful Spark MLlib library. After being preprocessed, the 
data were run through these classifiers in order to build regression models. These models present the possibility 
that every data point is related to the binary class. The first step towards learning binary is this one. Train the 
model by feeding it the training data and utilizing the Spark MLlib to do so. Testing all of the data at once is the 
only way to generate a binary prediction. 
 
Phase 2: Cascading 
In the proposed architecture, cascading plays a crucial role in the process of linking the prediction data to the 
original dataset. When training the MLP and LSTM, we made use of the modified dataset that was generated 
from stage 2 (knowledge = prediction + original dataset). 
 
B. Stage 2 
Retrain the model using Deep learning 
Before output, we have reached the second and last step of the framework learning process. Training the MLP 
and LSTM models requires utilizing a modified version of the dataset obtained through cascade. MLP and LSTM 
may be generated by either recycling steps 2–8 from stage 1 and exchanging ML for MLP by making use of the 
Spark library, or by originally forming MLP from the ANN. Both of these methods can provide the same results. 
In order to reduce the number of errors produced by the prediction process, MLP may be trained using a high-
quality training back-propagation method. This can be done throughout the training process. 
Several components of this structure, such as its classification structure and its recommendation tools, have been 
used in the past in a variety of big data and machine learning domains. 
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Framework underlying logic 
The previously mentioned structure design improves accuracy and system speed to tackle large data challenges, 
while also resolving traditional ML concerns and taking into account all ML situations. The next section 
elaborates on the primary reasoning behind the framework. 
 
Computation time 
The approach that was suggested is quite effective in cutting down on computation time. It would be time-
consuming and laborious to run the two-layer technique utilizing two DL models, and it would be fairly 
challenging to guarantee the quality of the results. Instead of using two different deep learning models 
simultaneously, we used Hadoop and Spark, which are both fast and efficient large data analysis tools. This 
allowed us to solve the computation time issue. Spark contains MLlib, which is especially useful for iterative 
machine learning tasks and greatly reduces the amount of time required for computation in comparison to more 
traditional machine learning techniques. 
 
Feature set 
The accuracy of the framework is improved when following stages are fed with input comprised of the cascade-
modified dataset. Consequently, using the DL model on the updated data set results in an improved feature set. 
 
Continuous learning improvement 
The second step of the proposed architecture for DL combines MLP and LSTM, with back-propagation serving 
as the primary mechanism of model training. As a result, the model is constantly picking up new characteristics 
without being directed by an instructor. This makes it possible for the framework to rapidly grow into a model 
that is more accurate and trustworthy. The train prototype is kept throughout the back propagation learning 
process, which helps to improve the accuracy of predictions 
 
4.1 Technique 
In this study, the following machine learning techniques are used which has been described given below. 
 
• Logistic regression 
Logistic regression is used to calculate the probability of predicting a binary dependent variable while considering 
the independent variable in a dataset. Logistic regression, like linear regression, constructs a curve by fitting a 
straight line, while linear regression also yields a curve. Logistic regression is a statistical method that examines 
the association between independent variables and a binary result. It does this by constructing logistic curves 
that depict the chance of the outcome being 1, ranging from 0 to 1 [22]. Figure 2 depict the diagram of logistic 
regression as shown below. 
 

 
Figure 2. Diagram of Logistic regression 

 
• Decision tree 
Decision trees (DT) are a kind of decision assistance tool that use a hierarchical structure, like a tree. Each node 
in the tree corresponds to a test conducted on a certain attribute, while each branch indicates a potential 
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outcome. Predictive models are used in data mining and machine learning tasks due to their objective of 
categorizing observations into distinct and non-overlapping groupings. Decision trees are used in predictive 
decision support to establish a correlation between facts and likely outcomes. The decision tree approach has 
several advantages. Upon first observation, the notable level of adaptability offered by the non-parametric 
technique, which lacks any notion of data distribution, becomes evident. Figure 3 illustrates a decision tree 
purpose-built diagram, including probability and uncertainty   [23]. 
 

 
Figure 3. Schematic diagram of Decision tree 

 
• Random forest 
This is an ensemble methodology exclusively used to enhance both the efficacy and accuracy of machine learning 
algorithms in artificial intelligence. Utilizing a random forest approach may assist in identifying the most suitable 
independent variables that the system can use for optimal operation. Furthermore, several studies have previously 
shown the importance of considering multiple options for each shrub. Empirical research has also shown that 
this approach leads to optimum prediction accuracy [24]. The reason for the name of this forest is its abundant 
population of high-quality trees. The data collected from these trees is then merged to provide the most precise 
projections attainable. Figure 4 displays a decision tree that includes both a classification model and a regression 
model to predict the dependent variables [25]. 

 
Figure 4. Schematic diagram of Random Forest 
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5. RESULT AND DISCUSSION 
This section examined findings of this study which is described in performance metrics such as accuracy, 
precision, recall, and f1-score as shown below. 
Figure 5 depict the performance metrices of decision tree method. From Fig.5, the decision tree obtained the 
accuracy is 0.9265, precision is 0.909, recall is 0.7010, and F1 measure is 0.7918 as shown below. 
 

 
Figure 5. Performance metrices of Decision tree 

 
Figure 6 depict the performance metrices of Logistic Regression method. From Fig.6, the logistic regression 
obtained the accuracy is 0.8245, precision is 0.996, recall is 0.1204, and F1 measure is 0.2148 as shown below. 
 

 
Figure 6. Performance metrics of logistic regression 

 
Figure 7 illustrate the performance metrices of Random Forest method. From Fig.7, the Random Forest attained 
the accuracy is 0.9260, precision is 0.8743, recall is 0.7348, and F1 measure is 0.79851 as shown below. 
 

 
Figure 7. Performance metrics of Random Forest 

 
Figure 8 demonstrate the performance metrics of proposed (MLP+LSTM) method. From Fig. 8, the proposed 
method attained the maximum accuracy 0.9266251, precision is 0.98107, recall is 0.93111 and f1 score is 
0.95544 which is high all compared to other methods as shown below. 
 

 
Figure 8. Performance metrics of Proposed (MLP+LSTM) method. 

 
Table 1 demonstrate the comparison table of proposed method with other methods as well as shown the 
comparison graph of proposed method in Figure 9. From Table 1, Decision tree method obtained the accuracy 
is 0.9265, precision is 0.909, recall is 0.7010, and F1 measure is 0.7918. Random Forest attained the accuracy is 
0.9260, precision is 0.8743, recall is 0.7348, and F1 measure is 0.79851. Logistic Regression obtained the 
accuracy is 0.8245, precision is 0.996, recall is 0.1204, and F1 measure is 0.2148. 
 
 The proposed method (MLP+LSTM) achieved the accuracy 0.92662, precision is 0.9810, recall is 0.9311, and 
f1 score is 0.9554 which is higher than to other methods as well as shown in Fig 9. Therefore, it is clear that the 
proposed method gives superior performance in all terms as compared to other all methods as shown in table 1 
and Fig.9. 
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Table 1. Comparison table of proposed method 
Models Accuracy Precision Recall F1 score 

Logistic regression 0.824533 0.996212 0.120404 0.214842 
Decision tree 0.926519 0.791864 0.909671 0.701072 

Random Forest 0.926064 0.798513 0.874310 0.734810 
Proposed method (MLP+LSTM) 0.92665 0.955441 0.981071 0.931116 

 Figure 9 depict the comparison graph of proposed method with other method. The proposed method attained 
high accuracy, precision, recall and f1 score than to all other methods which give outperformance as shown in 
Fig.9. 

 

 
Figure 9. Comparison graph of proposed method with other method. 

 
6. CONCLUSION AND FUTURE WORK 
This essay provides a solid template for performing accurate and scalable big data analytics. We suggested 
combining Apache Spark and deep learning (DL) into the machine learning (ML) system as part of our plan. In 
comparison to current state-of-the-art methods, this mix produced much better outcomes. Based on a two-stage 
cascade design, our frameworks were able to solve multiclass and binary classification problems correctly. 
Coupled with limited computer power, the two-step framework for big data analysis suggested could handle a 
huge amount of data chores in a short amount of time. Specifically, it was able to do this by reducing the amount 
of computational complexity involved and considerably improving the accuracy of the datasets for cardiac 
arrhythmia and URL Reputation. Our future plans include expanding the framework by including other 
elements and parameters to address various real-world research challenges using strong deep architectures. 
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