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Abstract: In embedded systems, image classification with artificial neural networks and object detection with YOLO
cause both excessive memory usage and low frame rate per second. In this study, in order to reduce these problems
encountered in embedded systems, artificial neural networks were rewritten only with NumPy without using any deep
learning library. The results of this study are that this artificial neural network model developed with NumPy specifically
for embedded systems is approximately 265 times faster than artificial neural network models created with TensorFlow
having the same neural network architecture and consumes 6 times less memory. In addition, the fact that these developed
artificial neural networks operate at high speed using only the processor without using a graphics card in embedded systems
shows the feature of this neural network model to work independently of hardware. Moreover, YOLOuw8’s architecture has
been modified specifically for embedded systems and named as YOLO-Edge. According to results, YOLO-Edge is 4 times
faster than YOLOuv8m on Nuvidia Jetson Xavier Nx and 8 times faster on Rockchip 3588 (NPU).
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1. INTRODUCTION

Embedded systems have various problems in implementing artificial intelligence models due to their limited
processing power [1]. Since artificial neural network models created with TensorFlow require high
computational power; It can be inefficient to run on embedded systems such as Raspberry Pi 5, Nvidia Jetson
Xavier Nx, Orange Pi 5 Plus. Therefore, the need for high-speed and low-latency artificial neural network
models optimized for embedded systems is increasing [2], [4]. In this study, an artificial neural network model
that can work efficiently in embedded systems has the advantage of low power consumption and high speed
and is created with NumPy. The matrix multiplications, transpose operations of matrices, and derivative
operations of activation functions of this artificial neural network model developed for embedded systems
are performed with NumPy. In addition, the matrices in the model are quantized and the Adam algorithm is
rewritten using NumPy. All these added features allow the model to get an average of 1860 FPS in image
classification when running only with the CPU without using a GPU or NPU in embedded systems [5]. Thus,
image classification can be performed efficiently using only a standard CPU without the need for any GPU
or NPU. The model's high FPS by working only with the CPU highlights the model's ability to work
independently of hardware. On the other hand, standard YOLO models consist of too many layers and
contain too many parameters, which can lead serious problems to occur in terms of speed and memory usage
in embedded systems [3], [10]. Some architectural modifications have been made in the YOLOVS8’s
architecture to cope with the difficulties encountered in the integration of standard YOLOv8 models to
embedded systems [22], [24], [25]. By adding DWConv and GhostConv to the backbone section, the
backbone section has been made capable of operating with high performance in embedded systems. In the
neck section, the model has been provided to detect smaller objects better with UpSample operations. The
model has been made lighter by adding LightConv to the head section. After all these optimization studies,
the new YOLO model was named YOLO-Edge. Furthermore, the YOLO-Edge model uses 42% less GPU
memory than YOLOv8m, according to tests conducted on RTX 3060, emphasizing that the model can run
well on embedded systems with low GPU memory space [26], [27], [28], [29].

2. LITERATURE REVIEW

Problems such as high memory consumption and low frames per second caused by artificial intelligence
models make it difficult to integrate such software into embedded systems with limited resources. In recent
years, many researches have been conducted worldwide to reduce these problems encountered in the
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integration of artificial intelligence models into embedded systems. In this review, the studies and their results
are examined. In the following paper, resource-efficient neural networks for embedded systems are discussed.
The effects of reducing neural network weights from 32-bit floating point values to lower bit levels are
discussed in terms of reducing memory usage and increasing processing speed. It is explained that the model
can be lightened by removing some unnecessary weights or layers after training [2]. One of the literature
reviews, the classification of sensor data in small embedded systems with artificial neural networks, shows
that we can successfully process sensor data using artificial neural networks in low-power microcontrollers.
The best accuracy rate was obtained with a two-layer FENN containing 1493 parameters; this model took 36
ms to run and FFNNs gave the most successful results with an accuracy rate of 83%. Thanks to this research,
the integration of artificial neural networks in embedded systems has been further paved [41]. The following
work aims to detect objects at different scales using optimized versions of YOLOvS. By removing some
unnecessary layers in YOLOv8, a YOLO model that operates with lower energy consumption and lower
computational power has been developed. The model optimized for small objects achieved a major
improvement by reducing the model size from 6.3 MB to 1.4 MB. Additionally, the modified model runs
faster than the original YOLOvV8 model [12]. In the following paper, by developing two different
modifications of the YOLOv8n model, feature extraction and prediction performance have been improved.
By modifying the architecture of YOLOV8 and using layers such as GhostConv, faster and lighter YOLO
models have been developed [13]. In the following work, various changes have been made to the architecture
of YOLOV3. In addition to the standard 3 detection layers of YOLOv3, 2 new YOLO detection layers have
been added. SPP network has been added to extract a uniform feature map for inputs of different sizes. Faster
optimization has been achieved by using the tangent loss function instead of cross entropy. As a result, the
newly added two YOLO layers and SPP module did not affect the speed of the model while improving the
detection accuracy. The tangent function helped the model to provide better generalization performance by
reducing the training time. The model achieved a speed of 60 fps and became suitable for real-time
applications [23].

3. METHODS

Embedded Artificial Neural Networks (Embedded-ANN)

In this study, images in .jpg, .png and .jpeg formats that are intended to be trained with artificial neural
networks are read with OpenCV, the pixel value of each image is divided by 255 and normalized and brought
to the appropriate format. All these images brought to the appropriate format with OpenCV are put into a
Python list and finally converted to a NumPy array [8]. Meanwhile, the class equivalent of each image is kept
in another NumPy array. This NumPy array consisting of class numbers is also converted to a unit matrix and
brought to the appropriate format to be used in updating the weights in backpropagation. In the artificial
neural network model, instead of randomly initializing each weight, it is normalized with the He initialization
method and created in matrix form. In forward propagation, the bias value to be added to each weight is
created in matrix format depending on the number of neurons in each layer [9], [10], [11]. The schematic
representation of artificial neural networks created with NumPy is shown in Fig. 1. According to this scheme,
the matrix multiplication operations are performed in hidden layers. With the help of these hidden layers,
activation functions enable the model to learn non-linear relationships instead of learning linear
relationships.
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Hidden Layers

Input Layer Output Layer

Fig. 1. The schematic representation of artificial neural networks
Images consisting of lists in NumPy format come to the neural network model as hints and matrix
multiplication is performed with the first weight value. After this multiplication, the bias value is added. This
output is passed to the ReLU activation function [7]. This resulting value is also matrix multiplied with the
new weights and bias values are added. Then it is passed to the ReLU activation function again. In the last
layer of forward propagation, each visual classified using Softmax instead of ReLU is found to have a class
corresponding to it and the probability value of the class it belongs to. The matrix operations in forward
propagation are shown in Figure 3. The reason for using ReLU in this neural network is that, unlike activation
functions such as Silu and Tanh, it is linear and therefore faster than other activation functions [21]. In
addition, another reason for using ReLU as the activation function is that it reduces the vanishing gradient
problem, which is the problem of not being able to update the weights of the model as the gradients approach
0 while being transmitted to deeper layers during the training of the model. Briefly, ReLU is both a linear
activation function and reduces the vanishing gradient problem, which has enabled ReLU to be used in
Embedded-ANN. The images and label data of the model are divided into two as train and validation. During
the training of train data, instead of sending all the data to forward propagation collectively in each epoch,
the train data is divided into mini-batches and sent to each mini-batch for forward propagation. In this way,
the model updates its weights better and learns better as a result. The probability values of the classes formed
in the matrix form as a result of the Softmax function found in the last layer of forward propagation are sent
to backpropagation in each epoch [6]. These sent values are extracted from the unit matrices containing the
label information, normalized and brought to the form of the error matrix. This error is transferred to all
layers with the help of the chain rule and the gradients of the weights are calculated by taking the derivative
of the activation function affecting that weight and multiplying the matrix with the error matrix. The
calculated weight and bias gradients provide the formation of new weight and bias values with the Adam
optimizer algorithm. The betal value in the Adam optimizer algorithm is used to calculate the moving average
of the gradients, while the beta2 value calculates the moving average of the square of the gradients [36], [37].
Gradients may show sudden changes at the beginning of the training, betal balances these changes and allows
the gradient to take into account its past values. The beta2 value in the Adam optimizer algorithm provides
better weight updates by scaling large and small gradient values. At the beginning of the training, the
momentum values of all weight and bias values are brought into appropriate matrix formats. As a result, the
gradients of the weights, the gradients of the biases, betal, beta2 and momentum values provide the formation
of our updated weight and bias matrices. The type of each weight matrix in the artificial neural network model
created specifically for embedded systems is float64. Quantizing these weight matrices from float64 to float16
allows for less memory space to be taken up in embedded systems with limited resources [38], [39], [40]. Thus,
these matrices converted to float16 take up 4 times less space in RAM compared to float64. The reason for
using floatl6 instead of int8 in Embedded-ANN is that the weight matrices resulting from the He
initialization are between O and 1, and if int8 is used in quantization, the weight matrices will only be integers,
which causes a serious loss in the accuracy of the model. The areas occupied by data types in float type in
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RAM are presented in Table I. The artificial neural network model developed specifically for embedded
systems is evaluated according to validation data. In each epoch, validation data is forward propagation and
the matrix containing the validation results formed after forward propagation is compared with the matrix
consisting of labels in the form of a unit matrix. This comparison returns the validation accuracy value. In
each epoch, the validation accuracy value of the model is calculated and if the validation accuracy value is
greater than the previous epochs, the weights of that model are recorded. Thus, the weights that reach the
best validation accuracy value as a result of training are saved in NumPy format and become available for use
in the testing phase. In addition, the fact that these weights created by NumPy can be used in any embedded
system without any problems shows that the model is independent of the hardware. This neural network
model, developed specifically for embedded systems, has been tested on 8 different datasets. Thus, more
extensive information has been provided about the validation accuracy values of the model according to
different datasets. Information about the datasets used is shown in Table II.

Table I. Data types and their memory usages

Type Memory Usage
Float16 4
Float32 8
Float64 16
Float128 32
Float256 64
Table II. Properties of the utilized datasets
Dataset Type Size of Training Size of Validation | Number of Resolutio
Dataset Dataset Claseses
MNIST 60.000 10.000 10 28x28
Fashion MNIST 60.000 10.000 10 28x28
Cifar-10 60.000 10.000 10 32x32
Face Mask 10.800 992 2 160x160
Brain Tumor 2.934 711 2 224x224
Coffe Bean 1.200 400 4 96x96
Rock-Paper-Scissors 4.487 418 3 32x32
Fruits 347 92 2 224x224

YOLO-Edge for Embedded Systems

YOLO (You Only Look Once) is a deep learning-based object detection algorithm used for object detection
(42], [45], [46], [47]. YOLO's basic architecture consists of three parts: backbone, neck and head [44], [48],
[49], [50]. Backbone is a deep convolutional neural network architecture used to extract features such as edge,
shape and texture from the input image. This layer learns the edge, texture and other object-specific
distinguishing features required for object detection by generating a variety of feature maps as a result of
filtering the image. In short, the backbone part of YOLO models processes the image gradually by performing
filtering operations thanks to the Conv layers in it and extracts higher level features at each stage. The Neck
component acts as an intermediate layer that improves object detection performance by processing the
features extracted by the backbone. It improves the features to better detect objects at different scales. In
short, the neck part of YOLO models uses multi-scale feature maps to detect objects of different sizes. The
head section uses the feature maps processed by the backbone and neck to estimate which object types are in
the image, their coordinates and confidence scores. In short, the head part of YOLO models produces final
predictions from the processed features of the backbone and neck. YOLO models can estimate more than
one box for the same object. Using the IOU (Intersection over Union) value, overlapping boxes are eliminated
and the most reliable one is selected, and estimates with low confidence scores are filtered with thresholding.
Intersection over Union is a metric used to measure the similarity between the area containing the bounding
box coordinates estimated from the YOLO algorithm and the area containing the actual coordinates [33],
[34], [35]. A visual representation of how Intersection over Union works is shown in Fig. 2.
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Fig. 2. The visual representation of how Intersection over Union works

In this study, the YOLO-Edge model is developed based on the YOLOVS architecture [14], [20]. The C2F
layers in the backbone section of YOLOVS were deleted due to the excessive Conv2D layers they contained.
Conv layers were replaced with DWConv and GhostConv. The computational cost of DWConv is lower
than traditional convolutional layers and unlike traditional convolutional layers, each channel is processed
with its own filter, thus having fewer parameters [16]. These features of DwConv cause the GFLOP value of
the created model to decrease, thus making the model lighter for embedded systems. In GhostConv, the
input image is processed with traditional convolutional layers to produce a small number of main feature
maps. New feature maps are created by applying linear operations to the produced main feature maps. This
method requires much less computation compared to standard convolutional layers but maintains the same
output size [15]. Thus, the model is accelerated without using extra convolution weights. SPPF was preferred
as the last layer in the backbone because it provides an easier connection to the neck section compared to
other convolution layers and because a single MaxPool2D layer can be applied more than once, thus allowing
larger-scale features to be extracted [17]. The schematic representation of the backbone of YOLO-Edge is
shown in Fig. 3. Significant changes have been made to the neck section of YOLOv8. Concat and some Conv
layers have been deleted due to the excessive computational load they contain. The model is prevented from
having 3 head sections and the neck section is connected to a single head section. UpSample layers added to
the neck section are used to convert low-resolution data to high resolution. The conv layer applied after
UpSample operations is used to apply convolution operation to the data with increased resolution and the
model becomes able to detect small-sized objects better. The schematic representation of the neck of YOLO-
Edge is shown in Fig. 4. Some Conv layers in the head section of YOLOv8 were deleted and replaced by
LightConv. Thus, the head section of YOLO-Edge was created. LightConv is a layer consisting of the
combination of Conv2D and DWConv. Thus, by adding LightConv, the number of parameters of the model
was reduced and the model became lighter [18], [19], [43]. The schematic representation of the architecture
of YOLO-Edge is presented in Fig. 5.
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Fig. 5. The schematic representation of the architecture of YOLO-Edge

Table III. Comparison of YOLO-Edge and other YOLO models in terms of the number of layers, number
of parameters and GFLOP values
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Model Number of | Number of GFLOP
Layers Parameters
YOLO-Edge 57 1.428.817 10.0
YOLOvSs 225 11.166.560 28.8
YOLOvEBm 295 25.902.640 79.3
YOLOWSI 365 43.691.520 165.7
YOLOv8x 365 68.229.648 258.5

4. RESULTS

In this study, Embedded-ANN and the YOLO-Edge model were produced and their results were tested.
Validation accuracy values of Embedded-ANN and artificial neural networks with the same architecture
created with TensorFlow according to MNIST, Fashion MNIST, Cifar-10 datasets are shown in Table IV.
Tests of Embedded-ANN with more datasets and the valuation accuracy values obtained according to these
tests are shown in Table V. According to these results, the Embedded-ANN model has a validation accuracy
value of more than 95% in 5 out of 8 datasets, indicating that the basic mathematical structure of the model
(matrix multiplications, matrix transpose operations, derivatives of activation functions, correct setting of the
parameters of the Adam optimizer algorithm) works appropriately. The FPS values and memory footprints of
neural networks created with Embedded-ANN and TensorFlow on the Orange Pi 5 Plus are shown in Table
VI. According to these results, artificial neural network models created with Embedded-ANN run on average
265 times faster and consume 6 times less memory than artificial neural network models created with
TensorFlow. The high speed and low memory consumption of Embedded-ANN make it easy to integrate this
neural network model to embedded systems. The main reason for this FPS and memory usage difference
between Embedded-ANN and TensorFlow is that matrix multiplications, transpose operations, and
derivatives of activation functions are performed using NumPy. Thus, image classification operations can be
performed at high speed with Embedded-ANN in embedded systems with low memory capacity. In order to
test the YOLO-Edge model, it was tested with the UAV dataset that we created ourselves. The UAV dataset
consists only of UAV images and is a dataset consisting of 2616 images as a result of various data
augmentation operations such as brightness change, blurring, vertical rotation, and contrast increase. The
mAP, Precision, Recall and F1 values of the YOLO-Edge model trained with the UAV dataset at 640x640
resolution for 60 epochs are shown in Table VII. The GPU memories occupied by the YOLO-Edge model
and other YOLO models on the RTX 3060 are compared in Fig. 4. According to these results, YOLO-Edge
uses less GPU memory than other YOLO models, which makes the YOLO-Edge model suitable for embedded
systems. Thus, deep learning-based target detection models will be able to work easily in embedded systems
with low memory capacity in the defense industry, and high speed in image streaming will be provided with
a high number of frames per second.

Table IV. Comparison of ANN with TensorFlow and Embedded-ANN

Model MNIST Fashion MNIST Cifar-10
(validation %) (validation %) (validation %)
ANN with TensorFlow 96.35 87.03 19.19
Embedded-ANN 96.71 86.53 36.49
Table V. Validation accuracy values of Embedded-ANN based on various datasets and parameters
Dataset Type Validatio Epoch Number of Number of Neurons
Accuracy (%) Hidden Layers of Each Layers
MNIST 96.71 100 1 32
Fashion MNIST 86.53 100 1 32
Cifar-10 36.49 100 1 32
Face Mask 96.06 100 2 32
Brain Tumor 96.48 100 2 32
Coffe Bean 99.25 100 2 32
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Dataset Type Validatio Epoch Number of Number of Neurons
Accuracy (%) Hidden Layers of Each Layers
Rock-Paper-Scissors 87.55 100 2 32
Fruits 98.91 100 2 32

Table VI. Comparison of artificial neural networks created with Embedded-ANN and TensorFlow in terms

of FPS and memory usage

RAM Usage
Model FPS (MB)
ANN with Tensorflow 7 930
Embedded-ANN 1860 160

Table VII. Performance metrics of the YOLO-Edge model based on the UAV dataset

Model

mAP

Precision

Recall

F1

YOLO-Edge

0.954

0.798

0.954

0.868

GPU Memory Usage Comparison of YOLO Models

80

GPU Memory Usage (%)

YOLOvEm
YOLO Models

Fig. 4. GPU memory usage comparison of YOLO models

YOLO-Edge

YOLOvES

YOLOvBx

Sample images of real-time UAV detection and tracking using YOLO-Edge are shown in Fig. 5. These results
show that the deep learning architecture developed for YOLO-Edge provides accurate results by correctly
detecting UAV images taken in different environments and from different angles. By transferring the YOLO-
Edge to gimbal cameras used for target detection and tracking in the defense industry, autonomous detection
and tracking of unmanned aerial vehicles will be performed more quickly and at a lower cost. The FPS
comparison of YOLO-Edge and YOLOv8 models on Raspberry Pi 5, Nvidia Jetson Xavier Nx, Rockchip 3588
is shown in Table VIII. According to these results, the YOLO-Edge model is 4 times faster than YOLOv8m
on Nvidia Xavier NX (GPU) and 8 times faster on Rockchip 3588 (NPU).
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Fig. 5. Images of UAVs detected by YOLO-Edge
Table VIII. Comparison of FPS values of YOLO-Edge and other YOLO models on different embedded

systems
Embedded System Model Resolution Format FPS
Raspberry Pi 5 (CPU) YOLO-Edge 640 RGB
Raspberry Pi 5 (CPU) YOLOvVS8s 640 RGB 1
Raspberry Pi 5 (CPU) YOLOvV8m 640 RGB 0.5
Raspberry Pi 5 (CPU) YOLOvSI 640 RGB 0.2
Raspberry Pi 5 (CPU) YOLOv8x 640 RGB 0.1
Orange Pi 5 Plus (CPU) YOLO-Edge 640 RGB 10
Orange Pi 5 Plus (CPU) YOLOvS8s 640 RGB 0.6
Orange Pi 5 Plus (CPU) YOLOv8m 640 RGB 0.3
Orange Pi 5 Plus (CPU) YOLOvSI 640 RGB 0.1
Orange Pi 5 Plus (CPU) YOLOv8x 640 RGB 0.1
Nvidia Jetson Xavier Nx (CPU) YOLO-Edge 640 RGB 0.7
Nvidia Jetson Xavier Nx (CPU) YOLOvSs 640 RGB 0.3
Nvidia Jetson Xavier Nx (CPU) YOLOv8m 640 RGB 0.1
Nvidia Jetson Xavier Nx (CPU) YOLOwS8I 640 RGB 0.1
Nvidia Jetson Xavier Nx (CPU) YOLOv8x 640 RGB 04
Nvidia Jetson Xavier Nx (GPU) YOLO-Edge 640 RGB 11
Nvidia Jetson Xavier Nx (GPU) YOLOvS8s 640 RGB 7
Nvidia Jetson Xavier Nx (GPU) YOLOv8m 640 RGB 3
Nvidia Jetson Xavier Nx (GPU) YOLOvSI 640 RGB 2
Nvidia Jetson Xavier Nx (GPU) YOLOv8x 640 RGB 1
Rockchip 3588 (NPU) YOLO-Edge 640 RGB 42
Rockchip 3588 (NPU) YOLOv8s 640 RGB 20
Rockchip 3588 (NPU) YOLOv8m 640 RGB 10
Rockchip 3588 (NPU) YOLOvSI 640 RGB 6
Rockchip 3588 (NPU) YOLOv8x 640 RGB 4

5. CONCLUSION

In this study, it is explained how the Embedded-ANN and YOLO-Edge models developed for embedded
systems with limited resources provide high FPS and low memory usage. The results of this new neural
network model are that it is on average 265 times faster and consumes 6 times less memory than TensorFlow
models with the same neural network architecture. Thanks to Embedded-ANN, we can reach an average of
1860 FPS in image classification using only a simple CPU without the need for any GPU, NPU or deep
learning libraries such as TensorFlow, Keras, Pytorch. In addition, the developed YOLO-Edge model has been
modified based on the architecture of YOLOvV8 and has been made suitable for providing high FPS in
embedded systems. YOLO-Edge will enable target detection and tracking software running on embedded
systems in the defense industry to run faster and consume less memory [30], [31], [32]. In this way, energy
saving and resource usage in embedded systems have become more efficient and more appropriate for defense
industry. In future studies, it is aimed to develop new deep learning models with lower inference time while
maintaining the high mAP value by integrating embedded artificial neural networks into the YOLO
architecture. Thus, with the addition of Embedded-ANN to YOLO's architecture, a new era is planned to
open for deep learning models running on embedded systems.
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