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ABSTRACT  
Non-alcoholic disease detection is one of the leading research works in recent days. Modern life has changed the food 
and environmental culture, making them overweight, stressed, unhealthy conditions always and which causes various 
diseases due to overweight and diabetes. Commonly, an alcoholic addict can be affected by Fatty Liver Diseases (FLD), 
whereas identifying fatty liver diseases for a non-alcoholic person is a challenging task. It is not so easy even suspecting 
that a patient has FLD at the earlier stage of the symptoms since the symptoms of FLD are very similar to other 
diseases, and it may lead to wrong diagnosis and treatment. The severity level of 30% of FLD patients is increased 
suddenly and leads to heart attack, stroke, and death. Thus, based on the symptoms of weight loss, abdominal pain, 
and fatigue, it is essential to diagnose NAFLD, which can be identified accurately from pathological and genomic 
data using efficient learning methods to provide the right and better treatment immediately. This paper implements 
multiple machine learning algorithms for analyzing the pathological information obtained from the NAFLD and 
NASH DNA datasets and finding the best model concerning the performance. This paper uses 3-fold cross verification 
with recursive feature elimination methods to improve the original accuracy of the prediction. The performance 
comparison shows that the SVM model obtained 87% accuracy, which is better than the KNN and RF models. The 
experimental results with the performance comparison are explained in detail in the paper.  
Keywords: Machine Learning Algorithm, NAFLD, NASH, Feature Based Classification.  
 
I. INTRODUCTION 
Fatty liver disease is one of the common diseases among adults, which occurs due to overweight or 
diabetes. The overfat in the liver may damage liver function and create liver injuries over time. Too much 
alcohol may also be one of the reasons for fatty liver diseases. Fatty liver diseases do not have symptoms 
to diagnose at the early stage.  Some of the most common symptoms are fatigue, pain in the upper 
abdomen, and weight loss. In comparison, severe diseases have symptoms like yellow eye, dark urine, itchy 
skin, and blood vomiting [1]. Fatty liver diseases are classified into two types, namely non-alcoholic fatty 
liver disease (NAFLD) and Alcohol-related fatty liver diseases (ALD) [2].  
The most severe form of NAFLD disease is called NASH. NASH-type liver diseases may lead to serious 
issues and even end in liver cancer. These liver diseases are diagnosed through blood tests, imaging 
techniques, biopsy, etc [3].  Traditionally, the liver biopsy method is widely used to detect diseases. Still, 
it is unsuitable for clinical practice due to its risk factors, such as invasiveness, sample error, bleeding risk, 
and uneven distribution of liver lesions [4]. Also, this method takes more time to diagnose the diseases 
and has limitations on diagnosing the early symptoms of liver diseases. And the current diagnosing system 
is inefficient in distinguishing different stages of FLD diseases. Therefore, an accurate, non-invasive, high-
speed technique is required for quick diagnosis and treatment. So, AI-based techniques have become 
popular to diagnose FLD diseases [5].              
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Figure 1. difference between NAFLD and AFLD 
Figure 1 compares the differences between the Non-Alcoholic Fatty Liver Disease (NAFLD) and Alcoholic 
Fatty Liver Disease (AFLD). It shows that NAFLD has four stages such as Non-Alcoholic Fatty Liver 
(NAFL), Non-Alcoholic Steatohepatitis (NASH), Liver Fibrosis and Cirrhosis of the liver. Whereas, AFLD 
has three stages they are Alcoholic Fatty Liver of Steatosis, Alcoholic Hepatitis and Alcoholic Cirrhosis. 
It also shows that AFLD is more affected the liver compared to the NAFLD. 
The AI-based non-invasive imaging techniques have produced more accurate results than traditional 
methods. The AI-based model mimics the human brain's activities to perform problem-solving and data-
learning skills. This AI-based technique is further developed into two different learning models: machine 
learning and deep learning [6]. Machine learning is the most popular technique in various applications 
to perform multiple tasks. Especially in the medical sector, ML-based techniques are widely used to 
manage patient records, health reports, images, etc. The ML-based imaging technique transfers the 
healthcare sector more efficiently and quicker to progress the medical data. ML-based models are classified 
into supervised and unsupervised [7]. Deep learning-based models are also widely used in recent 
healthcare applications. DL is the machine learning model's sub-set, automatically learning input data 
patterns without human intervention [8]. This learning model is inherited with various imaging 
techniques, such as CT, MRI, Ultrasound, etc, to accurately classify fatty liver diseases from the input 
data [9].  
Computed Tomography (CT) Scan is the most popular imaging technique, which combines the feature 
of X-ray with computer technology to analyze the internal parts of the human body. The main focus of 
the CT technique is to identify the problems in the bone structure, abdomen, chest, liver, brain, and 
spinal cord. However, this technique takes longer and is highly expensive to diagnose the diseases. So, 
magnetic resonance imaging (MRI) was developed to detect cross-sectional images of human body parts. 
Compared to traditional imaging techniques, the MRI-based technique scans without emitting radiation. 
This technique uses an efficient magnetic field to analyze the changes, and through a high-resolution 
computer technique, bone and soft tissue images are generated. Similarly, ultrasound techniques, which 
use non-invasive light waves to produce results, have recently been widely used. An optimization model 
is used with imaging techniques further to enhance the accuracy of the imaging technique models. The 
optimization algorithm provides more optimal solutions to solve complex problems. Different 
optimization algorithms are used: conjugate gradient, gradient descent, simulated annealing, and 
Newton’s method. The optimization algorithm is considered to be the best tool in the field of computer 
vision [10]. As mentioned above, it is mainly used to find the best solution to provide maximum values. 
Generally, the optimization algorithm is classified into three categories such as local, global, and hybrid 
search techniques. Based on the input data and problems, the type of optimization algorithm is selected. 
In medical imaging techniques, optimization algorithms perform various functions such as image 
enhancement, segmentation, feature extraction, alignment, recognition, and classification. The 
optimization algorithms show more efficient results in diagnosing liver diseases.  
In advance of this, genetic algorithms and artificial Immune system-based fatty liver disease diagnosing 
systems have developed in recent years. Most recent research has suggested this method as an optimal 
solution to predict the severity of liver diseases. So, in this paper, a genetic algorithm and artificial 
Immune system-based model are designed and implemented to enhance the prediction accuracy. This 
model analyses the diseases through a DNA dataset collected from the patients. The following section 
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discusses the earlier research on fatty liver disease detection, the proposed model's performance, and the 
proposed approach's result. It concludes with some points for future researchers.  
In this article, several approaches like SVM, KNN, and RF models are contributing to the process of 
predicting and classifying NAFLD disease also identify the best performing model in predicting NAFLD 
by comparing them. To improve the classification performance, feature selection is performed by using 
the recursive feature elimination (RFE) method. Prevents the overfitting problem in the model which 
helps to provide more reliability and robustness to the model.  
This study also provides an overall analysis of ML- based model. Where, the simulation result stated that 
SVM model has attained a high accuracy rate of 87% in classifying the NAFLD compared to the other 
model.  This proposition paper focuses at developing a ML algorithm for the diagnosis of NAFLD in 
patients without resorting to invasive liver biopsy. 
 
II. LITERATURE REVIEW 
In the study [11], the NAFLD screening model was built using four machine-learning algorithms with 
classifiers. This study has used physical measurement variables and 12 questionnaires to establish four 
ML algorithms based on 304,145 subjects for NAFLD in the national physical examination population. 
Of four ML algorithms, XGBoost performed best with 0.880 accuracy, 0.801 precision, 0.894 recall, 0.882 
F1 score, and 0.951 AUC. Finally, XGBoost outperforms the conventional statistical technique LASSO 
regression used in the study. In the study [12], the XGBoost model displayed the best result among other 
machine learning algorithms for predicting FLD. When compared to the random forest, SVM, neural 
network, and logistic regression, the XGBoost model showed the highest (0.882) AUROC, accuracy 
(0.883), sensitivity (0.833), specificity (0.683) and F1 score (0.829). In addition, fatty liver index (FLI) is 
compared with ML algorithms; as a result, XGBoost, neural network, and logistic regression models 
displayed higher AUROC than FLI.   
In the retrospective cross-sectional study [13], 15,315 Chinese participants were used, and the NAFLD 
among the selected participants was predicted using the developed seven machine learning-based models. 
Biochemical factors and clinical factors are evaluated using these seven models. At the end of NAFLD 
prediction, the XGBoost model proved to be the best-performed ML model by showing the highest 
AUROC (0.873), accuracy (0.795), specificity (0.909), AUPRC (0.810), MCC (0.557), F1 score (0.695), 
and positive predictive value (0.806). To detect the hazard of liver fibrosis after cholecystectomy, the 
extreme gradient boosting (XGB) algorithm was used as an efficient predictive model in the study [14]. 
The proposed method achieved higher accuracy values (93.16%) and can be an automatic diagnostic aid 
for MASLD patients. When comparing the performance of the XGB model with KNN, the XGB 
algorithm revealed the highest accuracy and AUC of 93.16% and 0.92.   
The study developed a machine learning algorithm (XGBoost) with logistic regression (LR) and multi-
layer perceptron (MLP) models to predict NASH and fibrosis progression over four years [15]. For this, 
patients' electronic health records were collected for the screening. As a result, LR and MLP models are 
surpassed by the XGBoost model in prediction by achieving 0.79 and 0.87 (AUROC) values for NASH 
and fibrosis, respectively. In the other study [16], a classification model based on ML was developed to 
classify the subjects as NAFLD and non-NAFLD. The subject used for this study includes 14,439 adults. 
Four ML algorithms are used to screen the NAFLD patients, such as decision tree, random forest (RF), 
extreme gradient boosting (XGBoost), and support vector machine (SVM). Among them, the SVM 
classifier demonstrated the best performance, exhibiting the highest accuracy rate (0.801), Kappa score 
(0.508), F1 score (0.795), (PPV) (0.795), and (AUROC) (0.850). The second-best performance was seen 
in the RF model with the maximum AUROC (0.852), F1 score (0.782), PPV (0.782), and Kappa score 
(0.478). Lastly, based on the physical examination and blood testing findings, the SVM classifier is the 
most effective method to screen NAFLD in the general population. Similarly, the study [17] SVM and RF 
classification model achieved the highest (99%) accuracy of NAFLD prediction by using the publicly 
available FLD dataset. Likewise, the study conducted in China [18] demonstrated a novel-ML-based 
staging model by combining the stages of hepatic steatosis in 916 patients. Among various ML models 
such as RF, LightGBM, XGBoost, SVM, KNN, and LR, the RF model revealed the best performance with 
the highest accuracy (84%), AUROC (0.91). 
By using the NAFLD Activity Score (NAS), non-alcoholic steatohepatitis (NASH) from the clinical and 
blood data collected from 181 patients was identified in the study [19] using the machine learning 
method. For this, SVM, random forest, AdaBoost, LightGBM, and XGBoost machine learning 
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algorithms are trained using features such as sequential forward selection (SFS), chi-square, analysis of 
variance (ANOVA), and mutual information (MI). Among the classifiers selected in the study, random 
forest combined with SFS scored the highest sensitivity (86.04% ± 6.21%), accuracy (81.32% ± 6.43%), 
Precision (81.59% ± 6.23%), specificity (70.49% ± 8.12%) and F1-score (83.75% ± 6.23%). This study 
highlights that it can detect NAFLD non-invasively in the early stage.  To assess the NAFLD from 1119 
images, the study [20] has developed a model using the combination of ML with ultrasound method, 
which showed higher specificity (94.6%) and Positive predictive value (PPV) (93.1%) in the prospective 
trial. 
Based on the above discussion and survey, it is noticed that the pathological and DNA dataset needs to 
be analyzed in depth to get more accuracy and reduce the false positive rate. Most of the research works 
have used medical imaging techniques for FLD prediction. Only a very few of them have used blood data-
based FLD diagnosis. The accurate diagnosis can only be obtained from pathological, genomic, and DNA 
data analysis.  
 
2.1. LIMITATION AND MOTIVATION  
Thus, the study uses a specific kind of pathological and genomic data, which may not be applicable to 
other populations. NAFLD datasets may also have some issue while distribution, it distributed 
imbalanced class which leads to biased model performance.  This research mainly focused on the ML-
based model, but it also focused on several deep learning (DL) based models which includes LSTM and 
CNN model which helps to provide better classification and feature extraction. However, the study does 
not address the use of the system in real-time with patients during the clinical practice. Some of the 
features picked may not be easily understandable from the clinician’s perspective and therefore the 
decision-making process of the model cannot be relied upon solely. 
 
2.2. PROBLEM STATEMENT 
NAFLD, which is now intensely prevalent disease in the world. It is mainly affected because of increasing 
prevalence of metabolic disorder and obesity. Timely diagnostic and accurate detection of NAFLD is very 
important to prevent the patient from severe problems which includes cirrhosis, Non-Alcoholic 
Steatohepatitis (NASH) and cardiovascular diseases. Current diagnostic approaches such as liver biopsies 
are invasive, costly and take much time in the process. Thus, it is necessary to acquire an accurate machine 
learning (ML) based prediction model for NAFLD categorization from other liver disorders based on 
biochemical, pathological and genomic characteristics. Thus, this paper seeks to employ and compare 
several machine learning technologies, include SVM, KNN and RF to identify which of them is most 
effective in the classification of NAFLD. In order to increase the predictive accuracy, the model will be 
selected by means of recursive feature elimination (RFE), along with 3-fold cross-validation. 
 
III. PROPOSED METHODOLOGY 
The proposed methodology involves a sequence of tasks that need to be applied to the raw data, which 
helps to improve the programming execution efficiency and accuracy.  Figure-1 illustrates the workflow 
of the proposed model used in this paper and are explained below.  
 
3.1. DATA PREPARATION  
Which is one of the sticky steps in machine learning projects. Every data set is unique and highly specific 
to the project. Even though there are some similarities during predictive modelling projects, they can 
provide a general flow of actions and do a particular task. The project definition is completed before data 
preparation, and the assessment of the machine learning algorithm is completed after data preparation. 
It can deliver the unknown structure of the problem to the learning algorithm.  
 
3.2. DATA PRE-PROCESSING AND FEATURE EXTRACTION   
This is one of the main steps in creating a machine learning model. It involves processing data to make it 
suitable for the model. If the process feeds unclear or noisy data to the model, it will generate an error 
output. Other steps in data pre-processing include data cleaning, quality assessment, and transformation.  
Feature extraction extracts the essential data from the pre-processed input data. This process is mainly 
applied to reduce the complexity of the input data. Feature selection is also the same process but is 
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probably enhanced to check the prediction variable or output. That feature can create simple and easy-to-
understand machine language models. 

 
Figure-2. Proposed Work 
 
3.3. METHODOLOGIES  
Support Vector Machines (SVM): The Support Vector Machines (SVM) technique is an ML algorithm 
that will apply the supervised learning models to solve complex problems in classifications, detections, 
and regressions. The task is achieved by efficient data transmissions to define the boundaries between the 
data points according to the predefined labels, classes, or outcomes. There are two types of SVM: linear 
and non-linear. The structure of SVM is illustrated in Fgiure-2. The data is linearly divided and classified 
using a hyperplane line in linear SVM. The support vectors are determined by the nearest data points to 
the hyperplane, and those points are crucial as their changes can impact the hyperplane’s position. When 
adding new testing data, deciding the assigned class is not dependent on which side the data reaches. 

 
Figure-3. Support Vector Machine 
SVM model mainly aims to identify the optimal hyperplane which maximally separate two classes using 
the following equation 

f(x) = wx x + b 
in this above equation, where w denoted the weight vector of the model, b denoted the bias term in the 
model and x denoted the input feature vector.  

SVM optimization was done by using the following equation: min
w,b

1

2
 ‖w‖2 

yi(wTxi + b) ≥  1,       ∀𝒾 
In this equation, yi ∈  {−1, 1} represents the class labels.  
Random forest (RF): The Random Forest Algorithm (RFA) is an ML algorithm based on ensemble 
learning that enables the combination of the various classifiers to make an ideal model to solve complex 
problems, as shown in Figure-3. Various decision trees on different subsets of the given dataset create a 
classifier, and the average values are taken for the prediction. Henceforth, the algorithm uses every tree’s 
prediction, and the maximum number of similar predictions is taken and analysed to determine the 
output. 
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RF model basically builds various decision trees and combines their prediction to provide more accurate 
result. The decision function is given below: 

f(x) =  
1

2
∑ ht(x)

T

t=1

 

In this above equation, T represents the number of decision trees and ht(x) represents the prediction of 
the tth tree. Finally, the class prediction result would be determined by analysing the majority voting 
among the decision trees.  

 
Figure -4. Random Forest Algorithm 
K-nearest neighbour (KNN): The K-Nearest Neighbour Algorithm (K-NN) is the simplest ML algorithm 
in the supervised learning technique. This algorithm categorizes existing and new data according to their 
suitable similarities. The KNN algorithm quickly classifies the new data point in the input. It is used for 
both classification and regression processes. Compared to another method, it is a slow learner algorithm. 
Because it does not learn the data directly from the trained set; instead, it learns the data during 
classification. The identification of the new data point using the KNN algorithm is clearly shown in 
Figure-4(a). Figure-4(a) depicts a new data point between categories A and B. After applying the KNN 
algorithm, the new data point is classified similarly to category A, as shown in Figure-4(b), which is 
classified based on the nearest neighbours of the new data point. It is clear from the figure Category A 
has three neighbour points, and Category B has two neighbor points. So, the result shows the new data 
point is like Category A, which is classified as Category A.  KNN is an approach, which classifies the new 
instance with relation to its closest neighbours in the feature space.  

 
 
Figure-5. K-Nearest Neighbour Algorithm 
It also evaluating distances of a new observation to the centroids of the grouped clusters which is normally 
used to make the classification decision. 𝑥 All training points are usually employed, more often it uses 
the Euclidean distance. The equation to evaluate the Euclidean distance is given below:  

d(x, xi) =  √∑(xj

n

j=1

− xij)
2 

In this equation, xij represents the ithtraining instance of the jth feature. Based on the majority vote of 
the K-nearest neighbours, the class is assigned to the model.  
 
IV. RESULT AND DISCUSSION 
 In this section, various results of the proposed model for diagnosing normal and NAFLD diseases 
from the input medical data are discussed in detail. The presence and stages of NAFLD diseases are 
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classified using four types of analysis: lipid, hormonal, glycan, and free fatty acid analysis. The experiment's 
output is explained based on the process applied to the data. Figure-5(a), (b), and (c) depict the density of 
the proposed parameters lipid, hormonal, and glycan on selected 6 variables, respectively. That is, to 
evaluate the density of lipid (AcCa (14:0) + H, AcCa (16:0) + H, AcCa (18:0) + H, AcCa (18:1) + H, 
Cer(d40:0) + H, and Cer(d33:1) + HCOO) variables are selected and compared. The result shows the 
Cer(d40:0) + H has achieved a high-density value. Similarly, the evaluation result of the hormonal depicts 
Leptin, Activin_To_Follisation, Activin A, Follistatin, triglycerides, and adiponectin variables, and the 
Activin_To_Follisation has high density. In the analysis result of glycan with 6 variables (1579, 1661, 
1784, 1825, 1836, and 1866), the variable with an 1825 value has high density. Figure-6 depicts the 
distribution of parameters among all data groups. That is, Figure-6(a), (b), and (C) represent the 
distribution values of lipids, hormones, and glycan among all groups, respectively. The overall analysis 
shows that hormonal data are distributed with high values, followed by lipid and glycan data.  

 
(a)                                                                               (b) 

 
(c)                                                                                  (D) 
Figure-6. Density of the Selected Features  
 
(a) 

 
(b)                                                                                (c) 
Figure-7. Parameters Distribution w.r.t Data Groups 



International Journal of Environmental Sciences 
ISSN: 2229-7359 
Vol. 11 No. 8, 2025 
https://theaspd.com/index.php 

179 

 
 
(a) .                                                                           (b). 
 

 
(c) 
 
Figure-8. Feature Distribution After Transformation  
The distribution of input lipid, hormones, and glycan data among all groups after transformation is 
depicted in Figure-7(a), (b), and (c), respectively. The x-axis indicates the transformed values, and the Y-
axis indicates the count. The analysis shows that three hormones are highly distributed within all data 
groups. The distribution of input lipid, hormones, and glycan data among all groups after transformation 
is depicted in Figure-7(a), (b), and (c), respectively. The x-axis indicates the transformed values, and the Y-
axis indicates the count. The analysis shows that the hormone data is highly distributed among all data 
groups.  

 
(a)                                                                                  (b) 

 
(c) 
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Figure-9. ROC-AUC Analysis 
Figure-8(a), (b), and (c) shows the ROC curve value of the normalized lipids data, hormonal data, and 
glycans data with selected variables, respectively. The ROC value is estimated when the X-axis indicates 
the False positive rate, and the Y-axis indicates the true positive rate based on these rates. The ROC value 
of each feature is compared with each other, and the final output is predicted. It is achieved by splitting 
the selected variables into three groups (1, 2, and 3), and the ROC value of each set is evaluated. The 
ROC values are estimated for the combination of features by using selected variables with respective K-
nearest score, F-value, and the Regressive Feature Elimination (RFE) method. The selected features are 
performed using 3-fold cross-validation with the iteration of 100 times. The analysis shows that the 
normalized lipids data achieved 0.95 AUC with the selected 20 variables, the hormonal data achieved 
0.84 AUC with the selected 4 variables, and the glycan data achieved 0.75 AUC with the selected 5 
variables.  
4.1 Performance metrics  
After evaluating the proposed parameters' ROC curve value, the proposed individual's performance and 
the combination of parameters are evaluated. They are evaluated using performance metrics such as 
accuracy, sensitivity, and specificity. The performance of the proposed model is analyzed from seven 
different combinations of data. The following equations calculate the proposed model's Accuracy, 
sensitivity, and specificity values.  

Sensitivity= 
TP

TP+FN
× 100 

Specificity= 
TN

TN+FP
× 100 

Accuracy = 
TN+TP

TN+TP+FN+FP
× 100 

Table-1. Performance Evaluation of KNN 
KNN 
 Accuracy Sensitivity Specificity 
Lipids Data 0.67 0.79 0.77 
Hormonal Data 0.49 0.69 0.66 
Glycans Data 0.44 0.63 0.53 
Fatty Acids Data 0.42 0.59 0.58 
Lipids + Glycans Data 0.69 0.81 0.80 
Lipids + Hormonal Data 0.64 0.77 0.77 
Lipids + Hormonal + Glycans Data 0.64 0.78 0.76 

 
Table-2. Performance Evaluation of SVM 

SVM 
 Accuracy Sensitivity Specificity 
Lipids Data 0.87 0.90 0.92 
Hormonal Data 0.54 0.67 0.81 
Glycans Data 0.55 0.55 0.78 
Fatty Acids Data 0.54 0.58 0.79 
Lipids + Glycans Data 0.87 0.90 0.93 
Lipids + Hormonal Data 0.87 0.91 0.95 
Lipids + Hormonal + Glycans Data 0.87 0.91 0.95 

 
Table-3. Performance Evaluation of RF 

Random Forest 
 Accuracy Sensitivity Specificity 
Lipids Data 0.70 0.80 0.84 
Hormonal Data 0.54 0.67 0.77 
Glycans Data 0.49 0.58 0.68 
Fatty Acids Data 0.44 0.51 0.72 
Lipids + Glycans Data 0.67 0.79 0.81 
Lipids + Hormonal Data 0.64 0.77 0.80 
Lipids + Hormonal + Glycans Data 0.65 0.79 0.81 
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Table-1 shows the trained data result of the proposed KNN model. The KNN model has achieved the 
highest accuracy, specificity, and sensitivity in analysing lipid data with 0.67, 0.77, and 0.79, respectively. 
For remaining data such as hormonal, glycan, fatty acid, lipid+glycan, lipid + hormonal, and 
lipid+hormonal+glycan, the KNN model predicted with 049, 0.44, 0.42, 0.69, 0.64, and 0.64 accuracy.  
Table-2 shows the performance metrics result of the proposed SVM model. The result of the analysis 
shows the proposed SVM model has predicted the Lipid, hormonal, glycan, fatty acid, lipid+glycan, lipid 
+ hormonal, lipid+hormonal+glycan data with 0.87, 0.54, 0.55, 0.54, 0.87, 0.87, and 0.87 accuracies, 
0.90, 0.67, 0.55, 0.58, 0.90, 0.91, and 0.91 of sensitivity, 0.92, 0.81, 0.78, 0.79, 0.93, 0.95, and 0.95 
specificity score respectively. Table-3 shows the performance metrics result of the proposed RF model. 
The analysis shows that the RF model classifies the data with more than 70% accuracy, sensitivity, and 
specificity. The overall performance evaluation result shows that among three ML-based models, the SVM 
model classifies the input data with a high accuracy of 90%. All three models predict high liver fibrosis 
in the lipid data.  
 
V. CONCLUSION 
Nowadays, medical industries expect efficient tools to diagnose and predict various health conditions 
based on symptoms and causes. Related to fatty liver disease based on the symptoms of weight loss, 
abdominal pain, and fatigue, it is essential to diagnose NAFLD, which can be identified accurately from 
pathological and genomic data using efficient learning methods to provide the right and better treatment 
immediately. This paper implements multiple machine learning algorithms for analysing the pathological 
information obtained from the NAFLD and NASH DNA datasets and finding the best model concerning 
the performance. This paper uses 3-fold cross verification with recursive feature elimination methods to 
improve the original accuracy of the prediction. The performance comparison shows that the SVM model 
obtained 87% accuracy, which is better than the KNN and RF models. The real-time NASH dataset will 
be analysed using deep learning algorithms and compared with the SVM algorithm. 
Future work 
Develop and explore the emerging DL approaches like RNN, CNN or transformer-based architecture to 
enhance the NAFLD classification accuracy. It expands the dataset to Increase to include the extended 
population which used to provide better robustness and generalization. To interpret the decisions made 
by the model, it integrates the method of explainability to give doctors an easy understanding of the 
results. Integrating ML-based models with clinical decision support systems to help the physicians in 
diagnosing NAFLD in the early stage. Need to create an advanced web-based applications or well-
developed diagnostic aid for predicting and monitoring the disease like NAFLD. Investigate integration 
of the main ideas of ML and DL models in order to improve the models’ accuracy and reliability. Needs 
to introducing the time-series data which helps to predict the NAFLD process within time for proactive 
intervention. 
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