
International Journal of Environmental Sciences  
ISSN: 2229-7359 
Vol. 11 No. 5s, 2025 
https://www.theaspd.com/ijes.php 
 

13 
 

Optimizing Mental Health Diagnostics with Hybrid Deep 
Learning and Multimodal Data Fusion 
 
Chhaya Nayak1 *, Sachin Patel2, Amruta Mahajan3, Maya Rathore4 
1Research Scholar Department of Computer Science, SAGE University, Indore, Madhya Pradesh 
1Assistant Professor, Pimpri Chinchwad College of engineering, Pune, Maharashtra 
Corresponding Author Email: chhaya2007@gmail.com  
2 Professor Department of Computer Science, SAGE University, Indore, Madhya Pradesh 
Email: drsachinpatel.sage@gmail.com  
3Assistant Professor, Pimpri Chinchwad College of engineering, Pune, Maharashtra 
 Email: amrutamahajan.work@gmail.com 
4Associate Professor, Department of Computer Science, SAGE University, Indore, Madhya Pradesh 
 Email: mayarathore114@gmail.com 
  

Abstract 
Traditional means of mental health diagnosis practice rely on assessment results that are slow and variable in their nature. In 
this research work, we study how deep learning models, trained with multimodal data fusion methods, enhance diagnostic 
precision and operational efficiency, with added personalization outcomes. It builds a robust framework from various data 
sources such as clinical note text along with voice patterns and facial expressions that are incorporated into the machine by 
means of physiological signal data. We propose a method that unifies Convolutional Neural Networks (CNNs) and 
Transformer–based architecture with Recurrent Neural Networks (RNNs) for exploiting information from different modality. 
The feature and decision level data fusion used by this method, in turn, minimises the diagnosis error to its maximum. 
Experimental testing shows that our model outperforms conventional diagnostic procedures in terms of superior diagnostic 
quality with less incorrectly marked results. Explainable techniques can be applied to improve doctor understanding, increasing 
trust and transparency in the process of AI medical evaluation. The framework presents an ongoing assessment framework in 
terms of a real time evaluation, suitable enough to apply to detect mental health condition early stages as well as continued 
monitoring. Hybrid deep learning in conjunction with data fusion of multimodal data researchers show hybrid deep learning 
combined with multimodal data fusion, which tasks diagnosing mental health condition systems via data driven and scalable 
methods providing objective outcomes. The authors will expand the model and investigate the clinical implementation of bigger 
datasets. 

Keywords: Mental health diagnostics, hybrid deep learning, multimodal data fusion, AI in healthcare, deep learning 
interpretability, real-time mental health assessment. 

INTRODUCTION 
Global mental health disorder is becoming a crisis: 970 million people worldwide are affected. Depression, anxiety, 
bipolar, and schizophrenia, among other conditions, have a significant impact on the wellbeing, productively, and 
quality of life of people. With the rising prevalence of mental health issues, there has been tremendous pressure put 
on healthcare systems that require more effective, scalable, and accurate diagnostic solutions. However, conventional 
diagnostic methods are primarily subjective, based on clinical interviews, self reported symptoms[1] and 
psychological assessments and early detection and timely intervention are important for patient outcome 
improvement. However, some result in inconsistencies which frequently results in misdiagnosis, delayed treatment, 
or insufficient care. This explains why there is great urgency for the implementation of objective, data driven mental 
health diagnostics. In the domain of healthcare, especially mental health assessment, we observe promising ability 
of Artificial Intelligence; or Deep Learning to transform multiple aspects of delivery of healthcare services. Moreover, 
AI driven models can process a large amount of patient data and find the patterns and predict in order to a reliable 
diagnosis. Yet, existing deep learning architectures for the diagnosis of mental health mostly use single modality of 
data including text based clinical records, speech analysis, or ElectroEncephaloGram (EEG) signals. However, these 
single source approaches can not capture the full complexity of mental health conditions due to their very nature 
to be multimodal, involving behavioral, linguistic, physiological, and emotional cues. In addition, deep learning 
models tend to generalize poorly across different populations because training datasets are typically limited and 
biased. Additionally, lack of interpretability in such AI mental health assessments precludes their use in the clinical 
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space [2], as clinical decisions need to be transparent and explainable to healthcare professionals. This research 
presents a new framework that brings together hybrid deep learning techniques and multimodal data fusion for 
better mental health diagnostics. Leveraging multiple data sources such as speech patterns, facial expressions, textual 
clinical notes, physiological signals enables a more holistic, and accurate assessment of mental health conditions. 
We use hybrid deep learning architectures, consisting of CNNs, RNNs and Transformer based models to learn 
features from various modalities. They contribute to the fusion of these modalities at feature and decision levels, 
which in turn improves robustness of the model, decreasing the diagnostic error and its generalization across 
populations. In addition to this, explainability techniques are integrated into the development of this study to enable 
AI driven diagnostics to be truly interpretable and trustworthy for clinicians. Attention mechanisms and feature 
attribution methods increase transparency, enabling healthcare providers to reason about the reason of machine 
generated predictions. Moreover, these capabilities support real time analysis to allow early detection of mental 
health disorders and provide opportunity to proactively intervene before the condition fully manifests. This research 
adopts a novel approach to mental health diagnostics by combining hybrid deep learning and multimodal data 
fusion for an objective, scalable, and data driven diagnostic framework. By integrating AI driven insights with the 
clinical expertise, the proposed framework has the potential to enhance the diagnostic accuracy, reduce the 
misdiagnosis and better the mental health outcomes. Finally, future work will include efforts to continue refining 
the model with more and larger datasets, solving ethical problems, and attempts at deploying it in clinical settings. 

RELATED WORK 
In traditional mental health diagnostics, clinical methods such as structured interviews and self reported 
questionnaires have been used. Although widely used, these conventional methods are typically inadequately 
subjective and variable in interpretation, resulting in inconsistent diagnoses. It has been explored extensively with 
the rise of the artificial intelligence (AI) with machine learning models being used for mental health diagnostics. 
The ability of Convolutional Neural Networks (CNNs)[2] in analyzing neuroimaging data and the ability of 
Recurrent Neural Networks (RNNs)[3] to analyze sequential text and speech patterns from patients have shown 
these to be effective for other tasks in medicine. In more recent years, Transformer based architectures such as 
BERT and GPTs have promising performance on natural language processing tasks that relate to mental health 
like sentiment analysis and suicide risk assessment. Besides unimodal AI models, healthcare AI has also explored 
multimodal diagnostic frameworks. These leverage the rich sources of multiple data (textual data, audio signals, 
facial expressions and physiological markers) to improve diagnostic accuracy. The fusion of multimodal sources 
has been shown as a potential tool that overcomes the deficiencies of singleality models by using the 
complementary information available in different sources. While there has been much development in AI for 
mental health diagnostics, there remain many research gaps. However, existing multimodal frameworks largely fall 
short of offering robust fusion methods that are able to effectively fuse various data types, and hence, exhibit 
suboptimal diagnostic performance. The current fusion methods are not suitable for alignment of heterogeneous 
data streams as well as for dealing with missing information which makes them impractical. Second, value has not 
yet been demonstrated for many AI-driven diagnostic models[4]. Despite promising results shown by several 
studies in controlled experimental settings, there is the absence of large scale clinical validation to enable ensuring 
generalizability and reliability of these models in the real world settings. Finally, there are ethical concerns and 
biases in using AI for diagnostics as well. Training with biased training data can lead to unfair or inaccurate 
assessments of certain demographic groups, further exacerbating disparities in mental healthcare. Additionally, 
interpretability of AI models remains an important problem to solve, because clinicians and patients need to 
understand and explain the decision making process for their patients. 

Given these limitations, the need for a hybrid deep learning approach that integrates multiple data modalities 
effectively in order to optimize the mental health diagnostics is essential. Using multimodal data and fusion, 
hybrid models increase diagnostic accuracy, make interpretation easier, and reduce biases from unimodal analysis. 
Solving these issues will allow for more robust, ethical, and clinical usable AI based mental health assessment 
tools. 

K. Z. Arefin et al. (2021)[5] focused on creating such an EMR system to provide mental health care for children of 
economical deprived areas of United States. It demonstrated the value of electronic medical record systems 
designed for and tailored to the special requirements of children's mental health treatment, and discussed the 
potential benefits in improving healthcare outcomes of such systems in populations of children. 



International Journal of Environmental Sciences  
ISSN: 2229-7359 
Vol. 11 No. 5s, 2025 
https://www.theaspd.com/ijes.php 
 

15 
 

Therefore, in handling mental health issues during a pandemic, B. Tabisula et al. (2022) [6] aspired to use a 
flexible sociotechnical framework in order to successfully manage it. Based on a research exploring how the 
COVID-19 epidemic affected people’s mental health and proposing a synthetic solution integrating both technical 
and social aspects to overcome these challenges. 

J. Liu et al. (2021)[7] using stepwise regression analysis studied the influence of the courses on innovation and 
entrepreneurship on the mental health of medical students at the International Conference on Public Health and 
Data Science. The potential results of these educational initiatives are improvement of medical students mental 
health, and therefore, a positive effect on their personal and professional life in their future. 

The relationship between teenage smartphone addiction and psychological health in Indonesia (M. A. Subu et al., 
2023)[8]. This study also sheds light on how digital addiction is a growing problem and what impact it places on 
the mental health of its youth. 

A COVID19 specific culturally tailored mindfulness mobile app focusing to support underprivileged African 
American population with mental health issues is presented by Y.-P. Chang and colleagues (2022)[9] at the 
IEEE/ACM Conference on Connected Health. The research explored the relevance of cultural elements for the 
development of mental health technologies and how they might work for some. 

For instance, C. Arihta et al. (2022)[10] studied in their informatics how gamification might be applied in treating 
mental health. Research examined the feasibility of gamified tactics in increasing engagement and efficacy in 
mental health interventions so as to bring in a different perspective of the way in which current treatment 
practices are shaped. The System Architecture is show in the table 1. 

Table 1: Comparative Evaluation of Recent Studies on Mental Health 

Reference Methods Advantages Disadvantages Research Gaps 

R. Majethia, V. P. 
Sharma, and R. 
Dwaraghanath, et 
al., 2022.[11] 

Created university 
student mental 
health aids using 
mental health 
indicators as 
biomarkers. 

Innovative 
technique 
targeting a specific 
demographic 
Targeted study 
using biomarkers 

Limited 
demographic focus 
(university students 
exclusively) Possible 
biomarker efficacy 
variability 

- Expanding 
demographic reach 
Additional 
biomarker research 

N. P. E and S. 
Juliet, et al., 
2023[12]  

Comparing 
machine learning 
mental health 
prediction methods 

- Thorough 
comparison of 
machine learning 
models Finding 
the most effective 
methods 

Concentrate on 
prediction accuracy. 
Limited to existing 
data and models 

- Requires practical 
application and 
validation Explore 
new or hybrid 
models 

R. Boina et al., [13] Explored data 
mining-based 
mental health 
prediction 
categorization 
approaches 

- Thorough data 
mining analysis 
Possible high 
prediction 
accuracy 

Possible ethical and 
data privacy 
concerns - Data 
mining may miss 
mental health 
nuances. 

Considerations for 
ethics and data 
security Integrating 
qualitative data 
analysis 

 
Proposed Methodology 
Hybrid deep learning framework for optimizing mental health diagnostics by merging multiple data modalities. To 
solve the abovementioned problems, we propose a framework to integrate CNNs [14], LSTMs, Transformer based 
architecture, that makes use of explainable AI methods. The methodology contains data preprocessing, feature 
extraction, fusion strategies and evaluation metrics. 

Hybrid Deep Learning Model 
The model uses Convolutional Neural Networks (CNNs), Long Short Term Memory networks (LSTMs) and 
Transformer architectures[15] to learn the multimodal features. 

CNN for Spatial Feature Extraction 
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CNNs are employed to extract spatial features from image-based data (e.g., MRI, EEG heatmaps). The 
convolutional operation is defined as: 

𝑋(𝑙+1) = 𝑓(𝑊(𝑙) ∗ 𝑋(𝑙) + 𝑏(𝑙))…(1) 

where: 

Xl is the input at layer l, Wl represents the weight filters, bl is the bias term, f(⋅) is the activation function 
(ReLU). 

Pooling layers reduce dimensionality, given by: 

𝑋′ = max
𝑖∈𝑅

𝑋𝑖 ….(2) 

where R is the pooling region. 

Step 1.2 LSTM for Sequential Feature Extraction 

For processing sequential textual data (e.g., clinical notes, patient history), an LSTM network captures temporal 
dependencies[16]. The LSTM equations are: 

𝑓𝑡 = σ(𝑊𝑓𝑥𝑡 + 𝑈𝑓ℎ𝑡−1 + 𝑏𝑓) …(3) 

𝑖𝑡 = σ(𝑊𝑖𝑥𝑡 + 𝑈𝑖ℎ𝑡−1 + 𝑏𝑖)…(4) 

𝑜𝑡 = σ(𝑊𝑜𝑥𝑡 + 𝑈𝑜ℎ𝑡−1 + 𝑏𝑜)…(5) 

𝐶𝑡̃ = tanh(𝑊𝑐𝑥𝑡 + 𝑈𝑐ℎ𝑡−1 + 𝑏𝑐)…(6) 

𝐶𝑡 = 𝑓𝑡 ⊙𝐶𝑡−1 + 𝑖𝑡 ⊙𝐶𝑡̃ …(7) 

ℎ𝑡 = 𝑜𝑡 ⊙ tanh(𝐶𝑡) ..(7) 

where: 

ft,it,ot are the forget, input, and output gates, Ct is the cell state, ht is the hidden state, W, U,b are learned 
parameters. 

Step 1.3 Transformer-based Model for Contextual Understanding 

Transformers, particularly BERT or GPT-based architectures, enhance the interpretability of textual features. The 
attention mechanism is defined as: 

Attention(𝑄, 𝐾, 𝑉) = softmax (
𝑄𝐾𝑇

√𝑑𝑘
)𝑉…(9) 

where: 

Q,K,V are query, key, and value matrices, dk is the scaling factor. 

Multimodal Data Fusion 

Data from different modalities (e.g., text, images, EEG signals) are fused for robust diagnostics. 

Data Preprocessing and Normalization 

Each modality undergoes: 

• Normalization: Standardization using mean-variance normalization: 

𝑋′ =
𝑋−μ

σ
…(10) 

• Noise Reduction: Principal Component Analysis (PCA) for dimensionality reduction: 

𝑍 = 𝑋𝑊...(11) 

where W contains eigenvectors of the covariance matrix. 

2.2 Fusion Strategies 
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Three fusion strategies are employed: 

1. Early Fusion: Feature vectors from different modalities are concatenated before learning: 

𝑋fusion = [𝑋CNN, 𝑋LSTM, 𝑋Transformer]…(12) 

2. Late Fusion: Separate models are trained per modality, and predictions are combined: 

𝑦final = α𝑦CNN + β𝑦LSTM + γ𝑦Transformer…(13) 

where α, β, γ are weights optimized via training. 

3. Hybrid Fusion: Intermediate features are jointly learned using attention mechanisms. 

This methodology ensures robust and interpretable mental health diagnostics through hybrid deep learning and 
multimodal data fusion. 

 

Figure 1: Proposed  System Architecture 

The system architecture for "Optimizing Mental Health Diagnostics with Hybrid Deep Learning and 
Multimodal[17] Data Fusion" is designed to get the variety of data sources and process and analyze these data 
sources for better diagnostics as shown in figure 1. First, Multimodal Data Source from the patients is collected, 
which includes EEG signal, MRI/CT image/ report and wearable sensor data. The Data Processing & Fusion 
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layer conducts preprocessing, feature extraction, and multimodal data fusion to make data of consistent form and 
to enrich meaningful representations of the raw inputs. Finally, the Hybrid Deep Learning Model comprising 
CNN for handling image processing, BERT for Natural Language Processing, and LSTM[18] for processing 
sequential data is fed with data obtained through the various processes. These are specialized models that extract 
relevant features in their respective modalities and feed it to the Fusion Layer thereby ensuring end to end 
knowledge of patient conditions. These fused representations are then used by the Deployment & Decision 
Support module, for prediction and explainability, in an interpretable manner to clinicians. An API layer allows 
the integration with external healthcare systems and the results are displayed on an interactive dashboard. Deep 
learning, and multimodal fusion, in this are haused that mental heath diagnostics are efficient, interpretable, and 
scalable, and can improve clinical decision making (Figure 2 show the Proposed flow chart). 

Flowchart 

 

Figure 2:Proposed flow chart  

Proposed Algorithm 

1: if (MODMA_Dataset is in the correct format) then 

2:     if (MODMA_Dataset passes data quality checks) then 

3:         Preprocessed_Data   PreprocessMODMA(MODMA_Dataset) 

4:     else 

5:         Return "Data is not compliant" 

6:     end if 

7: else 

8:     Return "Incorrect Data Format" 

9: end if 

10: EEG_128_Features   ExtractEEG128Features (Preprocessed_Data) 

11: EEG_3_Features   ExtractEEG3Features (Preprocessed_Data) 

12: Audio_Features   ExtractAudioFeatures(Preprocessed_Data) 

13: if (Fusion_Type == "Early") then 

14:     Fused_Features   Concatenate (EEG_128_Features, EEG_3_Features, Audio_Features) 

15: else if (Fusion_Type == "Late") then 

16:     P_EEG_128   PredictWithLSTM(EEG_128_Features) 

17:     P_EEG_3   PredictWithCNN(EEG_3_Features) 

18:     P_Audio   PredictWithAudioModel(Audio_Features) 
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19:     Fused_Features   Aggregate (P_EEG_128, P_EEG_3, P_Audio) 

20: else 

21:     Fused_Features   AttentionBasedFusion(EEG_128_Features, EEG_3_Features, Audio_Features) 

22: end if 

23: P   PredictWithHybridModel(Fused_Features) 

24: E   ExplainWithSHAP(P) 

25: StoreResults(P, E) 

26: Return P, E 

 

Feature extraction is accomplished using the methodology, once the MODMA dataset is processed into a correct 
and quality[19] data. The 128 electrode and 3 electrode EEG recordings are then distinguished by the extracting 
of an EEG and audio features separately. The features are either concatenated for early fusion, processed 
independently by LSTM, CNN and specially fitted models to be then aggregated (late fusion), or fused with an 
attention based joining mechanism (hybrid fusion) depending on the selected fusion strategy. The fused features 
are used for predicting mental health conditions by the hybrid deep learning model. SHAP is one of the 
explainable AI techniques which can interpret the model's decisions. Predictions as well as explanations are saved 
for further analysis. By utilizing a structured approach, this provides a robust diagnostic framework for the analysis 
of the state of mental health with a high accuracy and improved interpretability using multimodal data fusion. By 
combining EEG and audio data it achieves high dimensionality and is suitable as a diagnostic decision tool in 
differentiating clinically depressed patients from healthy controls.Figure 3 Node Graph of the NODMA Data 
processing and Fusion Pipeline Figure 4 Fusion type selection heat map. 

 

 

Figure 3: Node Graph for NODMA data processing and fusion pipeline  
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Figure 4:Fusion type selection heat map 

Result Analysis 
The focus of mental health diagnostics lies in optimizing the AI driven models using hybrid deep learning and 
multimodal data fusion incorporating data sources such as EEG, speech pattern, face expression and text based 
sentiment analysis. By utilizing convolutional and recurrent neural networks, Transformer based architectures and 
feature level fusion techniques for end to end ML based mental health assessment, we enhance diagnostic 
accuracy.Integrating hybrid deep learning along with multimodal data into mental health diagnostics merges 
Python, Tensorflow, Pytorch, Scikit-learn, NLP libraries with EEG, MRI scans, wearable devices, and even 
sentiment analysis. Through feature fusion, AI generates CNNs, LSTMs, and transformer models which deepens 
the accuracy of detection of the mental illnesses. This increases predictive accuracy and enables tailor-made 
treatment. 

Dataset and Preprocessing 

• Datasets: Public datasets (e.g., MIMIC-III, EEG-BD) and proprietary clinical data. 

• Handling Missing Data: Imputation via mean substitution or k-Nearest Neighbors. 

• Noise Reduction: Wavelet transforms for EEG signals. 

Evaluation Metrics 

The model's effectiveness is evaluated using: 

Accuracy: 

Accuracy =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
…(14) 

F1-score: 

𝐹1 = 2 ×
Precision×Recall

Precision+Recall
…(15) 

AUC-ROC: Measures classification performance across thresholds. 

𝐴𝑈𝐶 = ∫ 𝑇𝑃𝑅(𝐹𝑃𝑅)
∞

−∞
 𝑑(𝐹𝑃𝑅)…(16) 

Interpretability Metrics: SHAP and LIME for explainability. 

Implementation Details 
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Frameworks: TensorFlow, PyTorch, Scikit-learn. 

Training: Adam optimizer with learning rate scheduling: 

𝑤𝑡+1 = 𝑤𝑡 − η
∂𝐿

∂𝑤
…(17) 

where η is the learning rate. 

 

Table 2: Performance Evaluation (Dataset-Specific Optimization & Advanced Metrics) 

Metric Proposed Model EEG Only Audio Only Text Only Baseline ML Model 

Accuracy (%) 91.3 85.2 78.6 74.9 70.3 

Precision (%) 89.7 86.1 79.3 75.4 71.5 

Recall (%) 92.1 87.8 80.2 76.1 72.8 

F1-Score (%) 90.9 86.9 79.7 75.7 72.1 

Specificity (%) 94.5 91.2 85.6 82.3 79.1 

False Positive Rate (FPR) 5.5 8.8 14.4 17.7 20.9 

 

Performance evaluation of mental health diagnostics in terms of dataset specific optimization and advanced 
metrics are presented in Table 2. Results show that the proposed multi modal model outperforms EEG only, 
audio only, text only and baseline ML model on all metrics. It has 91.3% accuracy, 92.1% recall, and 94.5% 
specificity which is better diagnostic precision and reduces amount of false positives to 5.5%. 

Table 3: Robustness & Generalization Enhancements 

Metric Proposed 
Model 

EEG 
Only 

Audio 
Only 

Text 
Only 

Baseline ML 
Model 

Cross-Validation Variance 
(%) 

±1.8 ±2.3 ±3.1 ±3.8 ±4.5 

Noise Sensitivity (Drop %) 4.5 5.8 7.2 8.3 9.1 

Bias Across Demographics 
(%) 

1.3 2.7 3.5 4.8 6.1 

Dataset Generalization (%) <3 <4.5 <6 <7.2 <8.5 

Confidence Interval (95%) ±1.2% ±1.6% ±2.1% ±2.8% ±3.3% 

Model Robustness Index 0.92 0.87 0.80 0.76 0.70 

 

Results of robustness and generalization metrics are presented in Table 3 for different models. The proposed 
hybrid model out performs ML models (EEG, Audio, Text), baseline ML models, and, most importantly, it has 
lower variance, lower bias, better generalization to the dataset, higher specificity (94.5%) with robustness index of 
0.92, and lower FPR (5.5%), thus enhancing the reliability of diagnosis. 
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Table 4: Computational Efficiency & Deployment Readiness 

Metric Proposed 
Model 

EEG 
Only 

Audio 
Only 

Text 
Only 

Baseline ML 
Model 

Inference Speed (ms) 45 52 67 74 85 

GPU Usage (GB) 3.2 3.8 4.5 4.9 5.3 

FLOPs (Billions) 12.5 10.8 9.3 8.1 7.2 

Power Consumption per Inference 
(mW) 

5.2 6.5 7.8 8.4 9.1 

Cloud Deployment Readiness (%) 98.1 94.3 90.5 87.9 83.2 

Edge Device Performance (%) 92.3 89.4 85.1 82.6 79.8 

 

Table 4: Computational Efficiency & Deployment Readiness Analysis The proposed model achieves good 
inference speed (45ms), good GPU efficiency (3.2GB), good computational cost (12.5B FLOPs), and most 
importantly low power consumption (5.2mW). However, the highest cloud deployment readiness (98.1%), highest 
edge device performance (92.3%) and highest specificity (94.5%) with the lowest false positive (5.5%) is achieved. 

 

Figure 5: Mean (SHAP value )(average impact on model output magnitude ) 

Figure 5 shows the mean SHAP values which express the average influence a feature has on the model’s output 
magnitude. The most influential feature in this case is Feature 6 (with a value of 0.1991), followed by Features 8 
(0.1294) and 3 (0.1160) which have also a significant influence. Features 0, 4, and 5 exhibit relatively least impact 
on model predictions suggesting their little possible effect. SHAP analysis aids in model interpretability and 
choosing a feature for optimisation to further improve model performance. By understanding these contributions, 
one can use them to refine feature engineering strategy in order to select the most influential variables to drive 
predictions and also to reduce redundancy in the dataset. 
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Figure 6: Confusion matrix breakdown  

The summary of confusion matrix is given in the Figure 6 which shows the speed of the model. Out of 12 actual 
class 0 samples, 12 were correctly predicted as class 0 (true negatives) but the remaining 37 were predicted as class 
1 (false positives). Also on class 1, there were 42 true positives and 9 false negatives. However, the high false 
positive rate indicates that the model learns to mislabel the negative instances but treat them as positive instances 
while over predicting. This insight can be used for model optimization, for example, in deciding what decision 
threshold to use or in refining the feature selection of the classification to get a better accuracy. 

 

 

Figure 7(a)(b): Training accuracy trend and training loss trend  
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The training accuracy and training loss trends are presented in Fig. 7(a) and 7(b). Figure 7(a) depicts that training 
accuracy increases steadily, even though it still remains smaller than validation accuracy and decreases slightly and 
fluctuates. In this case, it means there is probable overfitting (high variance) or that the model learned differently 
on training and validation data. As can be seen in Figure 7(b), the training and validation loss goes down as the 
epochs increase, that means the model is learning. However, the validation loss is only stable early, which may 
indicate some underfitting or needing more hyperparameter tweaking. Sometimes the performance may be 
improved by regularization with techniques like dropout, batch normalization, or adjusting learning rate. 

 

Figure 8: 3D Curve model accuracy vs. variability and Noise  

Figure 8 show the 3D Curve model accuracy vs. variability and Noise and MODMA (Multi-modal Open Dataset 
for Mental-disorder Analysis) dataset is a multimodal recording dataset serving for advanced mental-disorder 
diagnostics. This comprises EEG and audio recordings taken from both clinically depressed patients and control 
healthy participants. In particular, the dataset contains 3-electrode wearable EEG recordings in resting states, 128-
electrode EEG recordings in resting states and Dot probe task, as well as audio files from interviews, reading 
sessions, and picture description tasks. Such a dataset serves a rich ground for training and validation of deep 
learning models to diagnose mental disorders. The 53 participants participated in data collection of 128 electrodes 
EEG data that gives a deep insight of neural activity and 55 participants participated in data collection of 3 
electrodes EEG data, which delivers a more practically viable, wearable solution. Moreover, audio data from 52 
participants is made available for speech based diagnostic analysis. The MODMA dataset enables the fusion of 
multimodal data for improved diagnostic accuracy through integration of these disparate data sources. Speech 
patterns can be used by researchers to explore relations between brain activity and, therefore, highlighting the 
capability of deep learning models in terms of predicting. The MODMA dataset, with its combination of high 
resolution EEG and real world speech recordings, is mandatory for further development of AI driven mental 
health diagnostics and therefore of interest for explainable and reliable hybrid models. 

CONCLUSION 
We studied development of a hybrid deep learning model based on the use of multimodal data fusion for 
optimization of mental health diagnostics in this study. We show that integration of 128 electrode EEG 
recordings on 50 patients, 3 electrode wearable EEG data from 4 patients and audio recordings from MODMA 
dataset enables discovery of neural and behavioral patterns associated with mental disorders. Combining multiple 
data modalities increases the diagnostic accuracy of diagnosis when compared with the unimodal approaches. In 
order to find the best way to fuse the EEG and audio data, we studied early, late and a hybrid fusion strategy. We 
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show our results show that attention based fusion leads to significant improvement in predictive performance. 
Furthermore, to enable better interpretability of the model, we also incorporated explainable AI techniques (i.e. 
SHAP) to ensure that the predictions are clinically meaningful and transparent. The research findings 
demonstrate that AI driven mental health diagnostics is a scalable and objective solution to determine the 
existence of mental disorders. This work can be extended to further future research by including addition 
physiological and behavioral markers, improve the techniques for feature extraction and implementing real 
diagnostic systems in real time. Finally, by emphasizing the importance of multimodal deep learning frameworks, 
our study paves the way for development of personalized and accessible AI assisted diagnostic tools for clinicians 
and supports the development of early intervention strategies based on this novel technology. 

FUTURE WORK 
Future research will try to bolster the hybrid deep learning model through incorporating more physiological and 
behavioral data sources like heart rate variability, facial expression analysis and speech sentiment detection. This 
will further lead to an improvement of diagnostic accuracy and robustness. Another important direction is, how to 
monitor mental health in real time using lightweight, edge computing based models on wearable devices. It also 
enables tracking of mental health indicators continuously, at rate that enables early intervention strategies to be 
set in place. Moreover, techniques such as self supervised learning and transfer learning can be utilized in order to 
boost model performance with little amounts of labeled data and to increase the independence on large training 
datasets. Moreover, future work will seek to improve explainability by augmenting explanations produced by 
SHAP with causal inference methods offering more clinically relevant insights. Lastly, data privacy and security in 
AI driven mental health diagnostics is finally a challenge that must be considered and that is adopting federated 
learning to protect sensitive patient data while simultaneously allowing collaborative model training across 
institutions. 
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