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Abstract—Machine Learning Methods are getting popular day by day and finds its applications in all fields. Researchers are 
involved in developing new machine learning algorithms by optimizing the various parameters. On the other hand, studies are also 
in progress in analyzing the performance of the developed machine learning algorithms in the various applications. This paper 
discusses one such study done by applying decision tree and ensemble decision tree methods to identify the type of metal contaminants 
in the water reservoirs. The colour histogram features extracted from the images of Lemna minor was grown on waters with different 
metal dissolvent were used for the study. The performance evaluation done on both the methods concluded that the ensemble method 
shows better performance than the decision tree method with overall accuracy of 94.5% in the classification of metal contaminants 
in water. 
Keywords—Machine Learning, Ensemble technique, Metal Contaminants, Water Reservoir, duckweed. 
 
INTRODUCTION  
The nature of water and pesticides used for farming plays a vital role in determining the quality of the food that is 
being cultivated. Water bodies are contaminated as a result of urbanization and other human activities [1] and the 
trend is increasing every year significantly. Water pollution is one of the major reasons for several water borne diseases 
affecting health of living beings. Some types of this water pollution are visible or sensed by humans, however several 
other types cannot be identified without the aid of laboratory tests. Estimation of metal contaminants in water is the 
example of this type. Certain metal contaminants in water are very much harmful to the humans who consumes the 
water directly.  
Therefore, it is necessary to assess the pollutants in water resources and take preventative action to lower them. Water 
contamination is not just a problem in a particular area but it is a worldwide issue. Thus, it is essential to keep track of 
water quality in order to protect water resources and do necessary action to recover contaminated ones [2]. 
Several studies have been carried out to assess metal contaminants in water [3-5]. Each of these studies aimed to 
provide a simplified approach or develop improved techniques to accurately determine the type of contaminant.  Few 
metal evaluation  techniques involve traditional laboratory testing of   parameters and their statistical analysis, which 
is a laborious and time-consuming procedure, since most tests must be carried out in a laboratory and it is essential to 
preserve the water until the end of the study. Stored water may change its properties over time. Water is analyzed to 
determine major components such as pH, electrical conductivity, total dissolved solids, and the presence of 
metal contaminants. Elements such as zinc, iron, arsenic, magnesium, lead, nickel, and copper have been 
studied in groundwater [6,7]. Research is also being conducted on various water resources for agricultural use [8]. The 
heavy metal contamination is determined using biological indicators such as Lemna minor, daphnia magna, Sinapis 
alba [9,10,11]. The change in the properties of the species is used as the measure of the metal contaminants in water. 
Heavy metal pollution Index (HPI) is used as standard for representing the quality of water [12,13,14]. Water quality 
analysis using color image processing has helped greatly from the integration of algorithms like Random Vector 
Functional Link (RVFL) and the group method of data handling (GMDH) model [15]. A color histogram is an effective 
method of exhibiting the distribution of colors in an image. Red, green, and blue intensities are broken down, and the 
frequency of intensity of each color in an image is aggregated to create this representation. Ensemble machine learning 
and deep learning are gaining its popularity in recent years in the field of image processing for various applications [16]. 
Hence, the objective of this study is to develop a simplistic procedure to estimate the type of metal contaminants in 
water. This can be done by integrating the image features with machine learning techniques. In this study, the color 
histogram features extracted from the images of Lemna Minor grown on the water are fed to decision tree algorithm. 
This output produced by the algorithm is used to estimate the type of metal contaminants in the water. This approach 
is simplistic and also produce instantaneous results without the need of expertise. The same features are also used to 
develop an enhanced decision tree algorithm by using ensemble methods. The various steps involved in this study is 
given in section II.  
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proposed method   
Dataset 
The block diagram of the proposed system to identify the  metal contaminants using enhanced decision tree algorithm 
is shown in figure. The first step in the process is to frame the  data set required for the study. From the literature 
studied done, the major metal contaminants identified in the water reservoirs around in India are iron (Fe), lead (Pb), 
zinc (Zn), cadmium (Cd), copper (Cu), mercury (Hg), chromium (Cr), arsenic (As), nickel (Ni) and manganese (Mn). 
So, the metals to be identified for the study are narrowed down to Mercury, Copper, Arsenic and Lead. To obtain the 
image features related to these metals, metals were artificially induced into the fresh water. i.e. Four samples of water 
in each contains a metal of a specific type was prepared. Lemna Minor was placed on these prepared water samples and 
the change in texture over the leaves of Lemna minor was captured using a digital camera of resolution 64 megapixel, 
Lemna minor has the property to absorb metal contaminates in the water on which it is grown. Hence Lemna Minor 
was chosen for this study. The absorbed metal by the Lemna minor makes a  change in the texture of the leaves of this 
plant. Hence this change is recorded at regular interval over a period of 15 days. This process was repeated and finally 
a total of 180 samples were available for this study. Since the texture of the leaves may change due to intensity and 
other various parameters, these samples were augmented to a sample size of 250 images from each kind of metal. So 
finally, 1000 samples were available for the study. Figure 1 shows the block diagram of the proposed methodology along 
with few samples of the images of Lemna Minor grown on various metal contaminants. 
Feature Extraction uisng Color Histogram 
The features from an image aids the model to understand the image better as compared to the raw pixel values. This 
also makes the model to be more robust to the variations occurred during image acquisition. The analysis of the image 
is made easier when feature is used to extract the information from an image. In this study, as the variation occur in 
the over the leaves of Lemna Minor color histogram was chosen to extract the features and analyze the image. Color 
histogram is the simple and efficient way for representing the distribution of colors in an image. This representation is 
done by breaking the red, green and blue intensities and counting the frequency of intensity of those colours in an 
image. The 0-255 range for RGB intensities is divided in to bins. Bins are used to estimate the range of intensities 
falling into those bins. In this study each channel has a size of 8 bins. The extracted features are then normalised to 
represent in terms of relative frequencies. The distribution of colour histogram features for each class of metals for pixel 
values 0, 1 and 2 are shown in figure 2. The Colour histogram is computed as given in equation (1)  
 
𝐻(𝑟, 𝑔, 𝑏) = ∑ ∑ 𝛿(𝑏𝑖𝑛(𝑅(𝑥, 𝑦)) = 𝑟, 𝑏𝑖𝑛(𝐺(x, y)𝐻

𝑦=1
𝑊
𝑥=1 ) = 𝑔, 𝑏𝑖𝑛(𝐵(𝑥, 𝑦)) = 𝑏)   

 (1) 
 
Where, 
𝐻(𝑟, 𝑔, 𝑏) – Histogram bin value for the RGB Colour combination (r,g,b) 
𝑅(𝑥, 𝑦) , 𝐺(𝑥, 𝑦), 𝐵(𝑥, 𝑦) – red, green, blue channel intensities of a pixel at the location (p,q) in the image 
W – Width of the Image 
H – Height of the Image 
𝛿 – indicator function, returns 1 if the pixel Color falls into the bin(r,g,b) ; returns 0otherwise 
𝑏𝑖𝑛(𝑅(𝑥, 𝑦)), 𝑏𝑖𝑛(𝐺(𝑥, y)), 𝑏𝑖𝑛(𝐵(𝑥, y)) – bin indices for the pixel’s R,G,B channel values 
 
From the figure it is observed that the distribution of pixels differs that fall in bins gets differed with respect to each 
class of metals. Hence colour histogram features can be used to analyse and classify the image by the classifier. Decision 
tree and Ensemble decision tree algorithms are used in this study to analyse and classify the features in accordance to 
the relevant metal. 
 
Descicion Tree (DT)Classifier  
Decision tree is a supervised learning algorithm which is used to classify the extracted features to its relevant categories. 
The method of arriving the decision forms a tree like structure. Each node in the tree corresponds to a feature and 
each branch of the tree denotes a decision rule. Each leaf node is related to an outcome or class label. Gini impurities 
are used in this study for finding the inequalities in the data and splitting the data for each node. The Gini index can 
be mathematically expressed as in equation (2) 
 
𝐺 = 1 − ∑ 𝑝𝑖

2𝑛
𝑖=1                                                                   (2) 
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Where, 
G – Gini Index 
Pi  - proportion of samples belonging to class i at the node 
n – Total number of classes 
 
 
The advantage of the decision tree model is that, the data can be visualized and interpreted without much 
normalization and standardization. At each node, the algorithm selects the feature and threshold that maximize the 
reduction in impurity. The color histogram features extracted from 1000 images are fed to this DT classifier. The 
resultant confusion matrix is shown in figure 3 
 

 
 
 

 
 
 
 

 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1 Block diagram of the 
proposed methodology along with the 
Image dataset 
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Figure 2 Distribution Color Histogram Features for RGB color intensity values of 0 1 2 and 3 for various class of 
metal 
. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3 Confusion matrix for Decision Tree model 
 
Table I Performance metrices for DT and Ensemble DT algorithms for metal contaminant classification 
 

Methodology Metal 
contaminant 

Sensitivity (%) Specificity (%) Overall Accuracy (%) 

Decision Tree Arsenic 89.04 97.27 91.77 
Copper 92.94 97.56 
Lead 93.50 96.27 
Mercury 91.30 97.29 

Ensemble 
Decision Tree 

Arsenic 95.89 97.29 94.07 
Copper 95.29 98.08 
Lead 94.80 97.70 
Mercury 89.85 98.67 

 
Ensemble DT Classifier 
Ensemble methods are generally applied where the prediction accuracy is much important or it needs to be improved.  
This method improves the performance by combining the strengths of several models which makes this method much 
powerful tool in machine learning. This ensemble methods are less sensitive to noise and overfitting. Based on the 
nature of data, different algorithms can be combined together to obtain the required solutions. The various types of 
ensemble methods are bagging, boosting and stacking. In this study bagging method is used. In this method multiple 
decision tree combined to form the ensembled method. Voting method is used to select the best class from the results 
produced by individual classification algorithm. This bagging classifier reduces the error by modifying the variance 
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during the learning process. This results in improved accuracy as compared with the single classifier. The mathematical 
expression for ensembled bagging classifier is given in equation (3). The confusion matrix obtained with this 
ensembled decision tree method is given in figure 4. 
 
𝑦̂ = 𝑚𝑎𝑗𝑜𝑟𝑖𝑡𝑦_𝑣𝑜𝑡𝑒(𝑓1 (𝑥), 𝑓2 (𝑥), 𝑓3 (𝑥) … … . 𝑓𝑡 (𝑥)        (3) 
   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4 Confusion matrix for ensemble decision tree model 
 
RESULT AND DISCUSSION 
The various statistical parameters calculated to evaluate the performance of this combination is given in table I. The 
comparison chart of the statistical parameters obtained for various class of the metal is given in figure 5 and 6. DT 
algorithm provided good sensitivity in classifying Lead with 93.5 %. Whereas Ensemble DT algorithm is able to classify 
Arsenic and Copper with the sensitivity of 95.89 % and 95.29 % respectively. On comparing both the method, the 
proposed ensemble decision tree shows an improved accuracy of 94.07 % as compared to normal decision tree method 
with 91.77 % accuracy. Hence, this method can be used for identifying the type of metal contaminants in the water 
storage systems. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5 Performance analysis of DT and Ensemble DT algorithms with Sensitivity 
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Figure 6 Performance analysis of DT and Ensemble DT algorithms with Specificity 
 
CONCLUSION 
Assessment of heavy metal content in water resources is the prime focus of the study. The bioindicator Lemna minor 
is grown on the metal contaminated water. Heavy metals such as Arsenic, Copper, Lead and Mercury are considered 
for the study. The images of the plant in the metal contaminated water are captured and classified using DT algorithm 
and ensembled DT algorithm. The Ensemble DT algorithm provided 2.3 % higher accuracy than DT algorithm. This 
study is done by adding the metal contaminants explicitly. Further studies can be done by growing the plant in natural 
water. Validation can be done using laboratory studies. 
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