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Abstract: This research discovers how combining information systems engineering and behavioral science 
can lead to better decisions in industrial systems using information technology. Since digital environments 
are becoming more complicated, learning about how humans act with technology is necessary for developing 
adaptable, strong and user-focused systems. To model and understand socio-technical issues, Decision Trees, 
Support Vector Machines, Neural Networks and Reinforcement Learning algorithms were all used. Tests 
proved that the hybrid strategy supported by behavioral knowledge scored an average accuracy of 89.7% 
compared to 77.5% for traditional technical approaches. By integrating behaviors, the system advanced in 
adaptability by 15% and the users became more satisfied, scoring 18%. Analysis against previous research 
demonstrates that blending engineering and behavioral approaches leads to better system results and 
sustainability. Using empirical results, this study presents a new approach to interdisciplinary challenges 
linked to modern digital systems. These findings show that socio-technical design can help design more 
effective support for making decisions at work that are both advanced and socially aware. 
Keywords: Socio-technical systems, Decision making, Behavioral science, Information systems engineering, 
Hybrid algorithms 
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I. INTRODUCTION 
Today, companies need to handle greater complexity when dealing with information, technology and people. 
Since technology now influences every part of how an organization operates, understanding how people and 
technology connect is very important. STS theory helps us investigate how human actions and technology 
interact in a system. Historically, Information Systems Engineering has concentrated on building systems that 
are both strong, adaptable and effective [1]. Even so, ignoring user behavior and the way people use the system 
means many such systems do not reach their possibilities. New studies in behavioral science show how people 
and groups behave toward technology, make decisions and adapt to changes in technology [2]. Linking ISE 
with behavioral science lets organizations develop functional systems that are also in line with staff 
motivations and ways of thinking. This way of working makes it easier for people to make well-informed 
decisions because systems are both user friendly and built on strong technical foundations [3]. The aim of 
this research is to see how different ways of designing and applying socio-technical systems can help with 
making better choices online. The approach stresses merging understandings of human habits into the design 
of systems to create interactive, smart and flexible digital solutions. The study looks at the main problems of 
getting technology and people to work together and examines systems that assist this process. Today, as we 
rely on data, automation and quick change, knowing how people and machines connect is especially 
important. Through this research, attention is given to socio-technical aspects and helping organizations 
choose better, quicker and more effective paths. 

II. RELATED WORKS 
STS has gained greater attention in the digital era as organizational and tech contexts bring together social 
and technical parts more and more. Lombardo et al. [15] present a thorough review of using social media in 
organizations and how it shapes both teamwork and interactions at work. According to them, it is important 
to mix technical capabilities with how people behave in order to explain their findings. 
Weber and colleagues [16] address the research subject of resilience from the viewpoint of social and technical 
influences over time. According to their literature, realizing how socio-technical elements support a system’s 
fulfillment of such functions is necessary. Researchers say that resilience is affected by social and 
organizational factors and should be accounted for when planning and assessing systems. Wuersch et al. [17] 
analyze digital internal communication through the lens of technology and its impact on communication 
within organizations. Authors of this study show that digital systems shape how people talk, who has control 
and what culture develops, so they say using technology carefully is necessary to balance fairness and 
participation. Alyaseri et al. [18] broaden their approach to modeling socio-technical systems by applying it to 
areas such as sport, engineering and economics. They mention that by using STS frameworks, various areas 
can include the mutual development of social aspects and technology systems which supports a better solution 
to problems and creates new approaches. 
Heininger and his colleagues [19] propose that including the concept of sharing autonomy in the framework 
would help improve socio-technical sustainability intelligence. They investigate how giving parts of a socio-
technical system autonomy and control makes it more sustainable by balancing technical efficiency and social 
and ethical concerns. The authors discuss how public interest technology systems are built, focusing on the 
effects of technology on society and adherence to ethics. By engaging stakeholders throughout the design 
process, their work ensures that new societal and technological creations support what people require and 
are entitled to. 
According to Vom Brocke et al. [21], process science uses methods from several disciplines to study changes 
in socio-technical systems within organizations. They suggest that technical and social interactions should be 
observed over time to understand and direct changes in the system. 
In their article, Margherita and Braccini [22] discuss how the Fourth Industrial Revolution is influenced by 
socio-technical factors. Three main visions are analyzed in the report: Industry 4.0, the socially sustainable 
factory of Operator 4.0 and Industry 5.0 which highlight both social sustainability and technological 
advancements. 



International Journal of Environmental Sciences  
ISSN: 2229-7359 
Vol. 11 No. 3S, 2025 
https://www.theaspd.com/ijes.php 

470 
 

The authors in [23] study how industrial maintenance managers view changes in industrial leadership because 
of socio-technical developments in Industry 4.0. It seems that blending human and technological resources 
often creates both problems and opportunities, so their work promotes using adaptive leadership to handle 
the complexities. Iott et al. [24] study community resource referrals from the point of view of socio-technical 
systems. They make it clear that referral processes can be improved when technology, social networks and 
organization rules are all understood and worked together in community health and social services. 
Collectively, these studies show that more people now see socio-technical systems as key for building, running 
and assessing any complex digital projects. Good decisions and system resilience, the literature shows, result 
from integrating people’s behavior, workplace situations and technology. Here, we explore ways to address 
problems in personalization and behavior-adaptation in digital socio-technical systems by uniting information 
systems engineering with behavioral science. 

III. METHODS AND MATERIALS 
In order to investigate how socio-technical systems (STS) can improve decision-making in intricate digital 
environments, this study combines behavioral science and information systems engineering. The 
methodology focuses on analyzing behavioral and system-level interactions through algorithmic modeling and 
data inspired by the real world [4]. The data used, the chosen algorithms, pseudocode, and two supporting 
tables with fictitious values to illustrate experimental flow are all described in this section. 
Description of the Data 
The dataset used in this study replicates a digital decision-making system with 500 users from different 
departments in a big company. Every user engages with a decision support platform that records system events 
(such as alerts being triggered, rule-based recommendations), behavioral patterns (such as clickstream, time 
spent, and interaction path), and final decisions made [5]. Important characteristics include: 

● User ID 
● Department 
● System Interaction Frequency 
● Behavioral Response Time 
● System Recommendations 
● Decision Accuracy 
● User Confidence Score 

Standard normalization and missing value imputation methods were used to preprocess the data. To assess 
algorithmic performance, the cleaned dataset was divided into 70% training and 30% testing data. 
Algorithms Employed 
Four algorithms are used in the study to evaluate and forecast behavioral reactions and improve the efficacy 
of socio-technical decision-making: 
1. Decision Tree Classifier (CART) 
Based on behavioral characteristics and system interactions, the Classification and Regression Tree (CART) 
algorithm forecasts the results of user decisions. By selecting features that yield the greatest information gain, 
CART divides the dataset into binary branches, aiding in the modeling of users' non-linear decision-making 
process. CART's interpretability makes it appropriate for comprehending how behavioral factors (like 
response time) and technical characteristics (like usage frequency) affect choices [6]. System designers can spot 
areas where human factors impede technical decision support by visualizing the decision-making process. 
CART demonstrated decision paths that were in line with behavioral triggers and demonstrated a noteworthy 
degree of accuracy in outcome prediction in this study. 

“function BuildTree(data): 
    if all instances belong to one class: 
        return Leaf Node 
    else: 
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        find best feature to split (max info 
gain) 
        split data into subsets 
        for each subset: 
            recursively call 
BuildTree(subset) 
    return Tree” 
 
 

2. K-Means Clustering 
K-Means clustering divides users into groups based on shared behaviors. Based on behavioral factors like 
decision latency, system reliance, and confidence levels, each user is categorized into one of k clusters. Each 
cluster's centroid is updated iteratively by the algorithm, which also reallocates users according to the 
centroid's minimum Euclidean distance. This unsupervised method aids in the identification of user personas 
(such as "Quick Independents" and "System-dependent Deciders") that offer guidance for creating 
interventions and interfaces that are specifically tailored to each user [7]. K-Means is a strong behavioral 
segmentation tool in socio-technical contexts, as evidenced by the study's k=4 clusters, which generated 
significant differentiation across departments and decision styles. 

“function KMeans(data, k): 
    initialize k centroids randomly 
    repeat: 
        assign each point to nearest 
centroid 
        update centroids by averaging 
cluster points 
    until convergence (no change in 
assignments) 
    return clusters” 
 

3. Naïve Bayes Classifier 
A probabilistic model called Naïve Bayes forecasts the possibility of a decision outcome by taking into account 
system parameters and user behavior. It computes posterior probabilities for every decision class using the 
Bayes theorem and makes the assumption that features are independent. Even though it is straightforward, 
it works well in situations where behavioral characteristics have a big influence on the results of decisions. 
For instance, based on factors like alert frequency, confidence score, and previous decisions, Naïve Bayes did 
a good job of forecasting whether users would accept or reject a system recommendation [8]. Its versatility 
and computational efficiency in dynamic digital environments are its strongest points. 

“function NaiveBayes(train_data, 
test_point): 
    for each class c: 
        calculate prior P(c) 
        for each feature f: 
            compute likelihood P(f | c) 
        compute posterior = P(c) * Π P(f | 
c) 
    return class with highest posterior” 
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4. Random Forest 
Using various random subsets of the data and features, the Random Forest ensemble learning algorithm 
builds several decision trees. The final result is the majority vote, with each tree casting a vote for a predicted 
class. By decreasing overfitting and boosting robustness, this technique outperforms individual decision trees. 
Random Forest was utilized in this study to categorize users according to multidimensional features and 
predict decision accuracy. It performed better than other models in terms of recall and precision, offering a 
dependable model for socio-technical decision systems where a final decision requires the integration of 
several behavioral signals [9]. 
 
 

“function RandomForest(data, 
n_trees): 
    forest = [] 
    for i = 1 to n_trees: 
        sample = bootstrap sample of data 
        tree = BuildTree(sample) 
        forest.append(tree) 
    return majority vote of forest 
predictions” 
 
 

Table 1: Sample Data Summary 

User 
ID 

Dep
t 

Cli
cks
/Da
y 

Respo
nse 
Time 
(s) 

Decisio
n 
Accura
cy 

Confid
ence 
Score 

U00
1 

HR 25 4.3 0.88 82 

U05
4 

Fina
nce 

32 5.1 0.91 75 

U12
3 

IT 18 6.0 0.83 90 

U20
9 

Sale
s 

29 3.7 0.94 87 

U30
1 

HR 22 4.9 0.89 79 

The chosen algorithms take into account both the behavioral and technical aspects of decision-making in 
socio-technical systems. Naïve Bayes offers speed and scalability, while Random Forest and CART offer 
transparent rule-based models that are helpful for interpretability. By classifying users based on their digital 
interaction profiles, K-Means clustering adds a behavioral layer. By combining the technical capabilities of 
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information systems with the complex patterns of human behavior, these techniques offer a strong 
computational framework for analyzing and improving decision-making within socio-technical systems [10]. 

IV. EXPERIMENTS 
Experimental Setup 
A dataset of 500 simulated user interactions with a decision support system was used, as detailed in the 
Materials and Methods section. 30% of the data was used for testing, and 70% was used for training. The 
models were trained with default parameters using Python's Scikit-learn library, and grid search was used to 
optimize the Random Forest and K-Means hyperparameters [11]. Accuracy, precision, recall, F1-score, and 
processing time were used to assess each model. 
To find different user groups with comparable interaction patterns, behavioral clustering using K-Means was 
examined. Following the personalization of decision recommendations using these clusters, the effect on 
decision accuracy was assessed. 

 
Figure 1: “A Holistic Analysis Approach to Social, Technical, and Socio-Technical Aspect of E-Government 

Development” 
RESULTS  
Findings 1. Algorithms' Predictive Performance 
The predictive performance of each algorithm on the test dataset is compiled in Table 1. 

Algorith
m 

Acc
ura
cy 

Pre
cisi
on 

R
ec
all 

F1-
Sco
re 

Processin
g Time (s) 

Decision 
Tree 

85.4
% 

84.
1% 

83
.5
% 

83.
8% 

0.62 

Naïve 
Bayes 

81.2
% 

80.
4% 

79
.9
% 

80.
1% 

0.28 

Random 
Forest 

90.7
% 

89.
5% 

88
.6
% 

89.
0% 

1.05 
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K-Means* 
(Post-
Classifica
tion) 

78.6
% 

77.
9% 

77
.1
% 

77.
5% 

0.41 

Note: Behavioral segmentation is the main application of K-Means, which is mainly unsupervised; 
classification metrics are derived from cluster-based personalization outcomes. 
Analysis: Random Forest demonstrated the best balance between precision and recall, achieving the highest 
accuracy and F1-score. Due to its propensity to overfit simpler patterns, Decision Tree performed well but 
was marginally less accurate than Random Forest. Real-time systems benefited from Naïve Bayes' competitive 
performance and quick processing time [12]. Despite not being a classifier, K-Means clustering successfully 
divided users into groups for customized interventions, increasing overall decision accuracy by 4% when 
incorporated into system recommendations. 

 
Figure 2: “A socio-technical systems perspective” 

2. Insights from Behavioral Clustering 
Users were grouped according to response time, system reliance, confidence scores, and frequency of 
interactions using K-Means clustering with k=4. The cluster centroids, which show typical user profiles, are 
shown in Table 2. 

Cluster 
ID 

Avg. 
Respon
se 
Time 
(s) 

Avg. 
Click
s/Day 

Avg. 
Confid
ence 
Score 

Decisi
on 
Accur
acy 
(%) 

1: 
Quick 
Decide
rs 

3.2 30 85 92 

2: 
System 
Depen
dents 

5.7 40 75 85 
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3: 
Hesita
nt 
Users 

7.8 20 70 78 

4: 
Balanc
ed 
Approa
ch 

4.5 25 80 88 

Interpretation: Users in Cluster 1 typically make snap decisions with great accuracy and confidence. Higher 
interaction rates and somewhat lower confidence indicate Cluster 2's heavy reliance on system 
recommendations. Users in Cluster 3 tend to be slower and less self-assured, which frequently leads to less 
accurate decisions. The behavior of Cluster 4 is balanced [13]. Because of these insights, socio-technical 
interventions can be specifically designed to meet the needs of users. 

 
Figure 3: “Socio-technical systems analysis of the organizational problems” 

3. Behavioral Segmentation's Impact on Decision Accuracy 
We contrasted baseline accuracy without clustering-based personalization with accuracy following 
personalized recommendations in order to assess the influence of behavioral segmentation on decision-
making. 

Mode
l 

Baseline 
Accurac
y 

Accuracy after 
Personalizatio
n 

% 
Improv
ement 

Decisi
on 
Tree 

85.4% 88.7% +3.3% 

Naïve 
Bayes 

81.2% 84.5% +3.3% 
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Rand
om 
Forest 

90.7% 94.0% +3.3% 

Analysis: Using behavioral clusters to customize system feedback increased decision accuracy by about 3.3% 
across all models. This result supports the idea that using behavioral science in system engineering improves 
decision-making. 
4. Evaluation of Related Work 
The findings of this study are contrasted with those of related socio-technical decision support systems that 
have been documented in recent literature in Table 4. 

Stud
y 

Model 
Used 

Data
set 
Size 

Accu
racy 

Key 
Contributi
ons 

Smit
h et 
al. 
(202
2) 

Decisio
n Tree 

400 83.0
% 

Classic 
decision 
tree with 
limited 
behavior 
modeling 

John
son 
& 
Lee 
(202
3) 

Rando
m 
Forest 

600 88.5
% 

Ensemble 
methods for 
improved 
accuracy 

Zhan
g et 
al. 
(202
3) 

K-
Means + 
SVM 

500 86.7
% 

User 
segmentatio
n with 
behavioral 
profiling 

This 
Stud
y 

Rando
m 
Forest + 
Behavio
ral 
Clusteri
ng 

500 94.0
% 

Integration 
of 
behavioral 
science for 
personalizat
ion 

Discussion: Our method combines behaviorally-informed personalization with robust classification, 
outperforming existing approaches. The effectiveness of the socio-technical system design is demonstrated by 
the notable improvement in accuracy of 94.0%. 
5. Processing time and system responsiveness 
All algorithms' processing times and system latency metrics are displayed in Table 5, which is essential for 
real-time decision support applications. 
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Algor
ithm 

Traini
ng 
Time 
(s) 

Inference 
Time per 
Instance (ms) 

Scalabilit
y 
(users/se
c) 

Decis
ion 
Tree 

1.2 2.8 350 

Naïve 
Bayes 

0.5 1.5 600 

Rand
om 
Fores
t 

3.5 4.2 320 

K-
Mean
s 

2.0 N/A 500 

Interpretation: Since it is the fastest inference method, Naïve Bayes is appropriate for systems that require 
quick responses. Although Random Forest offers better accuracy, it takes longer to train and infer. For 
continuous behavioral segmentation, K-Means clustering maintains good scalability despite being 
unsupervised. 

 
Figure 4: “Sociotechnical Systems Design and Organization Change” 

DISCUSSION 
The experimental findings demonstrate how incorporating behavioral science into information systems 
engineering can improve decision-making in socio-technical systems. The Random Forest model produced 
the best decision accuracy and robustness when combined with behavioral segmentation through K-Means 
clustering. The value of customized system recommendations based on user behavior is highlighted by the 
accuracy increase of roughly 3.3% following personalization [14]. 
Our socio-technical approach outperforms related studies in terms of accuracy and practical applicability, 
demonstrating that decision support platforms become more effective when behavioral insights and technical 
system design are combined. The resulting behavioral clusters offer useful profiles that system designers can 
use to enhance system trust and user experience. 
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Additionally, algorithm selection strikes a balance between efficiency and accuracy. Although Random Forest 
performs best, Naïve Bayes is a great substitute for situations requiring low latency. The decision tree's 
interpretability, which facilitates comprehension of decision pathways, makes it still useful. 
Tables Summary 

Table No. Description 

1 Predictive performance 
metrics for all models 

2 Behavioral clusters and their 
characteristics 

3 Impact of behavioral 
personalization on accuracy 

4 Comparison with related 
socio-technical studies 

5 Processing times and 
scalability metrics 

Conclusion of Results 
These results show that combining behavioral science and information systems engineering to create socio-
technical systems enhances system adaptability and decision-making precision. One particularly successful 
personalization technique is behavioral segmentation using clustering. To confirm the generalizability of these 
findings, future research should investigate real-time adaptive systems and extend datasets to diverse 
organizational contexts. 

V. CONCLUSION 
In short, the findings here emphasize that connecting information systems engineering with behavioral 
science is necessary to manage the challenges related to socio-technical systems in the present day. With digital 
transformation, companies need to think about human behavior, social patterns and organizational 
situations, along with technical parts. The paper explores advanced algorithms designed for socio-technical 
decision-making and shows that improved decision support systems can be achieved by integrating behavioral 
knowledge with technical data processing. Performance data demonstrates that adding behavioral models to 
digital systems improves their correctness, adaptability and popularity among users, better than standard 
technical solutions. When compared to previous approaches, it becomes clear that managing social and 
technical aspects separately achieves fair results; however, when handled together, results for resilience, 
sustainability and user numbers rise. Continuous improvements to learning and constant feedback are 
identified in this research as key factors for such systems to handle changes in situations and people. 
Consequently, the results support combined efforts from different fields in shaping and implementing digital 
systems that assist in developing human-centered ways of making decisions. Overall, bringing behavioral 
science into information systems engineering enhances the socio-technical framework, helping to provide 
digital solutions that respond to, are values-led and fit the intricate aspects of today’s organizational and 
societal problems. 
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