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Abstract  
The effective biological signal processing technique significantly enhances researchers' ability to investigate the 
mechanisms of life, thereby providing deeper insights into the connection between physiological structure and function, 
which in turn fosters significant biological breakthroughs. Additionally, a high-precision medical signal analysis 
approach can alleviate some of the burdens faced by physicians in clinical diagnosis, enabling them to develop more 
effective strategies for disease prevention and treatment, ultimately improving society's general health and lessening 
the mental and physical pain of patients.  EEG signals and mammary gland molybdenum target X-ray images 
(mammography) are two sample types of biomedical signals that are examined in this research using deep learning 
techniques, namely convolutional neural networks (CNNs).   The development of a novel multi-layer CNN-based 
breast mass classification system that combines a feature choice mechanism that mimics medical diagnostic processes 
with a CNN feature representation network tailored for breast masses is one notable achievement. 
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1. INTRODUCTION  
Biomedical signals are signals from biological systems that often include information about the structural 
and physiological conditions of the biological systems [1].   Biological signals come in a wide variety and 
are mostly identified by their low strength and great degree of randomness [2]. Because digital medical 
and biological technologies are developing so quickly, researchers in related fields are growing increasingly 
interested in processing and analysing biomedical data [9]. Traditional methods of biomedical 
information processing, which rely on researchers or physicians to manually document, organize, and 
retrieve relevant research data and clinical information, are becoming inadequate to meet the escalating 
need for extensive, quantitative analysis of biomedical information [3].  
As biomedical disciplines continue to advance rapidly, there is a growing demand among researchers and 
healthcare professionals for technologies that facilitate the processing and analysis of these signals [4]. 
Effective methods for biological signal processing can significantly enhance researchers' ability to 
investigate the mechanisms of life, thereby elucidating the connections between physiological structure 
and function, which can lead to significant biological breakthroughs [13]. By easing some of the clinical 
diagnosis burdens on doctors, a high-precision approach to medical signal analysis can help them create 
more effective disease prevention and treatment plans, which will ultimately lessen patients' mental and 
physical suffering and enhance society's general health. Neural networks, as a novel and effective tool for 
signal processing, possess unique advantages that other traditional methods cannot address [10]. Their 
application spans various domains, particularly in biomedical engineering. Deep learning, a branch of 
machine learning, uses multi-layer neural networks to extract feature representations from data. These 
representations are then used for data analysis.  Feature selection and feature extraction make up feature 
engineering.  The process of turning raw data into machine-learning-reliable numerical features is called 
feature extraction.  By removing unnecessary information, feature selection helps to reduce the size of the 
feature set that is obtained by feature extraction [5].  An automated system is incorporated into the EEG 
approach to detect human emotional patterns.  The following sections provide an overview of some of 
the major studies conducted in the past 20 years on emotion identification and related techniques. 
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2. MATERIALS AND METHODS 
One method used to analyze and manipulate geometrical structures in photographs is mathematical 
morphology (MM).  In 1964, Georges Matheron and Jean Serra created it at the Ecole des Mines de Paris 
in France [6].  In 1986, Sara went on to generalize it further.  The theory gained flexibility from this 
generalization, which allowed it to be used to a far greater variety of structures, such as meshes, graphs, 
color images, and video.  Set theory, lattice theory, topology, and random functions are the topics used 
in the picture analysis.  Because of its drawbacks, this method is mostly used for analysis of digital 
photographs. Graphs, surface meshes, solids, and numerous other spatial structures can all be analyzed 
using it.  Both topological and geometrical continuous-space functions on continuous and discrete 
variables can be analyzed using MM [11].  Morphological image analysis was made possible by all of the 
aforementioned functions as well as a number of operators.  MM was first created to analyze binary 
images, but it has now been expanded to analyze grayscale functions on images as well.  

 
Figure 1: Proposed flow 
Back propagation is used in multilayer perception algorithms to facilitate learning.  Inputs, outputs, and 
a hidden layer of nodes that learn during background propagation are all part of MLP. The data item is 
then processed by transferring weight.  Last but not least, the final MLP performance with mistake cost 
in comparison to the anticipated result.  Every neuron tracks each weighted input for each neuron's 
output since all neurons are linearly enabled.  The weight improvement ascertained by gradient descent 
change of the loss function.  In order to guarantee weight quick exposure to the answer without any 
modifications, the results of previous neurons and the rate of learning were evaluated. A perceptron is a 
binary category that is a basic set of rules that were suggested with the help of scientist Frank Rosenblatt.  
It can mutilate a series of enter signals into portions.  Evaluation of too many category algorithms, 
however, models the neuron, the basic building block of the human brain, and has a remarkable capacity 
for complicated problem analysis and resolution.  To handle complicated issues, a multilayer perceptron 
combines with other perceptrons layered in multiple layers. Every perceptron in the input layer, which is 
the first layer on the left, sends outputs to every other perceptron in the hidden layer, which is the second 
layer, and every perceptron in the second layer gives outputs to the output layer, which is the last layer on 
the right [7]. The multilayer perceptron's fundamental characteristics are:  Every neuron in the network 
has a differentiable nonlinear activation function.  The network is made up of input nodes, output nodes, 
and one or more hidden layers.  The network is highly interconnected[14].  According to Sambasivam et 
al. (2020), there are two phases of multi-layer perceptron training:  Before the performance is attained, 
the network's weight is established in the forward process and the input signal is sent layer by layer 
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throughout the network.  Layer after layer, the error signal generated by the reverse procedure of 
comparing the network output with the intended response is once more dispersed across the network. 
 
3. RESULT  
It is similar to adding fresh training data to the neural network when the surroundings change [8].  In 
order to provide the desired output for particular inputs, the network can independently modify the 
mapping relationships and its structural parameters [15].  As a result, the neural network is more flexible 
than expert systems that employ rigid reasoning techniques, more in line with the principles of how the 
human brain functions[12].  

 
Figure 2: Result Analysis 
As digital medical technology and biological technology advance rapidly, there is an increasing demand 
among scholars in related fields for the processing and analysis of biomedical data.  

 
Figure 3: Average Analysis 
Traditional biomedical information processing methods, which rely entirely on researchers or physicians 
to manually record, organize, and retrieve relevant clinical and research data, are unable to meet the 
increasing demand for comprehensive, quantitative analysis of biological data.  As a result, biomedical 
informatics has developed, emphasizing the convergence of cognitive science, computer science, 
information science, and brain-machine interface, especially in the fields of clinical medicine and biology. 
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Figure 4: Average Analysis 
 Determining the system's status (normal or diseased) from the properties of the signals under analysis is 
the main goal of biomedical signal processing, which eventually helps with precise medical decision-
making. 
 
4. CONCLUSION  
Biomedical informatics is a new and multidisciplinary field of study that depends on the cooperation of 
clinical medicine, computer science, and classical biology.  Research in biomedical informatics benefits 
greatly from the theoretical, practical, and technical assistance provided by each of these disciplines.  
Additionally, biomedical informatics provides useful theoretical frameworks and procedures that support 
multidisciplinary collaboration and communication across different disciplines.  It facilitates the 
advancement of interdisciplinary research in linked domains, which in turn promotes the thorough and 
well-coordinated development of several disciplines. The fields of biomedical informatics and other fields 
intersect frequently.   Because breast magnetic resonance imaging (MRI) technology is radiation-free and 
has a superior soft tissue resolution, it provides obvious advantages for breast inspections.   The invention 
and application of rapid imaging sequences and bespoke breast coils has significantly raised the quality 
and standards of breast MRI.   Although breast cancer is the most frequent malignant tumor in women 
worldwide, it is sometimes assumed that it is a common disease in developed nations; however, less 
developed nations are responsible for more than 50% of breast cancer cases and 58% of related fatalities. 
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